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Abstract

Transient random walk on a tree induces a Dirichlet form on its Martin
boundary, which is the Cantor set. The procedure of the inducement
is analogous to that of the Douglas integral on S1 associated with the
Brownian motion on the unit disk. In this paper, those Dirichlet forms
on the Cantor set induced by random walks on trees are investigated.
Explicit expressions of the hitting distribution (harmonic measure) ν and
the induced Dirichlet form on the Cantor set are given in terms of the
effective resistances. An intrinsic metric on the Cantor set associated with
the random walk is constructed. Under the volume doubling property of
ν with respect to the intrinsic metric, asymptotic behaviors of the heat
kernel, the jump kernel and moments of displacements of the process
associated with the induced Dirichlet form are obtained. Furthermore,
relation to the noncommutative Riemannian geometry is discussed.

1 Introduction

Transient random walks eventually go to “infinity”, which is not just a single
point but a collection of possible behaviors of random walks as the time tends to
the infinity. A rigorous way to describe this “infinity” is the Martin boundary,
where all the boundary values of harmonic functions lie. In certain cases, a
transient random walk naturally induces a (Hunt) process (or equivalently a
Dirichlet form) on its Martin boundary. In this paper, we are going to study
such an induced (Hunt) process in the case of a random walk on a tree, whose
Martin boundary is known to coincide with the Cantor set.

A well-known example of such an induced Dirichlet form is the Douglas
integral

D(ϕ,ψ) =
π

4

∫ 2π

0

∫ 2π

0

(ϕ(θ) − ϕ(θ′))(ψ(θ) − ψ(θ′))
sin2 ( θ−θ′

2 )
ν(dθ)ν(dθ′)

on the circle S1 = {z|z = eiθ, θ ∈ R}, where ν(dθ) = dθ/2π is the uniform
distribution on S1. In this case the process which induces the Douglas integral
on its Martin boundary S1 is (reflected) Brownian motion on the unit disk
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D = {z ∈ C, |z| < 1}, which is not even a random walk. We use, however, this
example to illustrate the procedure of inducement of Dirichlet forms on Martin
boundaries. The Dirichlet from associated with the Brownian motion on D is
the (half of) Dirichlet integral

E(u, v) =
1
2

∫
D

(∂u

∂x

∂v

∂x
+

∂u

∂y

∂v

∂y

)
dxdy

defined for u, v ∈ H1(D) = {u|u, ∂u
∂x , ∂u

∂y ∈ L2(D)}, where D is identified with
{(x, y)|x, y ∈ R, x2+y2 < 1} and the derivatives are in the sense of distributions.
Note that the Brownian motion starting from 0 ∈ D will hit the boundary S1

uniformly due to the symmetry. Thus the uniform distribution ν on S1 is called
the hitting distribution (or harmonic measure) of S1 starting from 0. The key
stone of the bridge between the Dirichlet integral on D and the Douglas integral
on S1 is the Poisson integral which gives harmonic functions on D from boundary
values on S1. Let H be the operation of applying the Poisson integral. Namely,

(H(ϕ))(reiθ) =
∫ 2π

0

1 − r2

1 − 2r cos (θ − θ′) + r2
ϕ(θ′)ν(dθ′).

Then

Dom(D) = {ϕ|ϕ ∈ L2(S1, ν),Hϕ ∈ H1(D)} and D(ϕ,ψ) = E(Hϕ,Hψ)

for any ϕ,ψ ∈ Dom(D).
Extensions of the Douglas integral have been studied by several authors for

domains of the Euclidean spaces. See [6, 7] for example.
The above example shows us the essence of obtaining Dirichlet forms on

Martin boundaries from random walks. Suppose that we have a Markov process
or a random walk on a space X, that its Martin boundary M is well-defined
and that we have the following ingredients (a), (b) and (c):
(a) the Dirichlet form E associated with the original process
(b) the hitting distribution ν of M starting from certain point in X
(c) the map H transforming functions on M into harmonic functions on X.
Then the induced form EM on the Martin boundary M is given by

EM (ϕ,ψ) = E(Hϕ,Hψ)

for ϕ,ψ ∈ FM , where FM = {ψ|ψ ∈ L2(M,ν),Hψ ∈ Dom(E)}.
The theory of the Martin boundary for a transient random walk originated

with the classical works of Doob [5] and Hunt [9]. Since then, it has been
developed by many authors and, as a result, all the necessary ingredients for
constructing an induced form (EM ,FM ) are already well-established. For ex-
ample, one can find them in [19, 20].

In this paper, we are going to focus on the case of a transient random walk
on a tree and study the induced form (EM ,FM ) on its Martin boundary. The
original motivation of this work comes from the study of traces of the Brownian
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motion on the Sierpinski gasket. By removing the line segment on the bottom
of the Sierpinski gasket, one can associate a random walk on a binary tree with
the Brownian motion. We will present the details on this idea in a separate
paper[13].

Due to Cartier[3], the Martin boundary of a transient random walk on a tree
is known to be (homeomorphic to) the Cantor set Σ = {1, 2}N = {i1i2 . . . |ij ∈
{1, 2} for j ∈ N}. Hereafter we use Σ to denote the Martin boundary in place
of M . Let us fix what we mean by a random walk and a tree at this point.
Random walk: Let (V,E) be a non-directed graph, i.e. V is the set of
vertices and E = {(x, y)|x 6= y ∈ T, x and y are connected by an edge} is the
set of edges. We assume that {y|(x, y) ∈ E} is a finite set for any x ∈ V . For
each (x, y) ∈ E, we assign a conductance C(x, y) > 0 which satisfies C(x, y) =
C(y, x). Define p(x, y) = C(x, z)/

∑
(x,z)∈E C(x, y). p(x, y) gives the probability

of transition from x to y in the unit time.
Tree: A non-directed graph (T,E) is a tree if and only if it is connected and
there exists no non-trivial cyclic path. We always fix a reference point φ ∈ T
and assign conductances on (T,E) as described above.

In this framework, assuming the transience of the random walk, we are
going to obtain explicit expressions of the hitting distribution ν starting from
the reference point φ ∈ T and the induced form (EΣ,FΣ) in terms of effective
resistances, prove that (EΣ,FΣ) is a regular Dirichlet form, and construct an
intrinsic metric on the Martin boundary Σ with respect to the random walk.
Then, assuming the volume doubling property of ν with respect to the intrinsic
metric, we are going to determine asymptotic behaviors of the heat kernel, the
jump kernel and moments of displacements of the process generated by the
regular Dirichlet form (EΣ,FΣ).

Such an induced process on the boundary of a tree was previous studied by
M. Baxter in [1] in the case of homogeneous binary trees. See Section 9 for
details.

All the results in this paper are obtained in the generality of the above
framework. In this introduction, however, we are going to present statements
in the case of the binary tree for the sake of simplicity. Let T = ∪m≥0{1, 2}m,
where {1, 2}0 = {φ} and {1, 2}m = {w1 . . . wm|w1, . . . , wm ∈ {1, 2}} and let
E = {(w,wi), (wi,w)|w ∈ T, i ∈ {1, 2}}. (T,E) is called the (complete infinite)
binary tree. See Figure 1. For w ∈ T , we set rwi = C(w,wi)−1 for i = 1, 2,
Tw = {wv|v ∈ T} and Σw = {wi1i2 . . . |ij ∈ {1, 2} for any j ∈ N}. Tw is a
subtree of T = Tφ and Σw is a subset of the Martin boundary Σ = Σφ. The
quadratic form Ew associated with the subtree Tw is given by

Ew(f, f) =
∑

v∈Tw

∑
i=1,2

1
rvi

(f(v) − f(vi))2.

The natural form associated with the random walk on T is (E ,F) where, E = Eφ

and F = {u|u : T → R, E(u, u) < +∞}. The effective resistance between w and
Σw with respect to the subtree Tw is given by

Rw =
(
min{Ew(f, f)|f(w) = 1, the support of f is a finite set}

)−1
.
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φ

1 2

11 12 21 22

The binary tree T

w∗

w = w∗i

w2w1

rw = 1
C(w∗,w)

rw1 rw2

Local structure of T

Figure 1: Random walk on the binary tree T

Under these notations, assuming the transience of the random walk, we have
obtained the following results.
Explicit expression of the hitting distribution (Section 3): The hitting
distribution ν is characterized by ν(Σ) = 1 and

ν(Σwi) =
Rw

rwi + Rwi
ν(Σw)

for any w ∈ T and any i ∈ {1, 2}.
Explicit expression of (EΣ,FΣ) (Section 5): For w ∈ T , let (u)w be the
average of u on Σw with respect to ν, i.e. (u)w =

∫
Σw

u(ω)ν(dω)/ν(Σw). Then

EΣ(ϕ,ψ) =
∑
w∈T

(
(ϕ)w1 − (ϕ)w2

)(
(ψ)w1 − (ψ)w2

)
rw1 + Rw1 + rw2 + Rw2

(1.1)

for any ϕ,ψ ∈ FΣ = {ϕ|EΣ(ϕ, ϕ) < +∞}. In particular, (EΣ,FΣ) is shown to
be a regular Dirichlet form on L2(Σ, ν).
Wavelet base consisting of eigenfunctions (Section 5): Define

ϕw =
ν(Σw2)χΣw1 − ν(Σw1)χΣw2√

ν(Σw1)2ν(Σw2) + ν(Σw2)2ν(Σw1)

for any w ∈ T , where χA is the characteristic function of A ⊆ Σ. Then
{1, ϕw|w ∈ T} is a complete orthonormal system of L2(Σ, ν) consisting of the
eigenfunctions of the non-negative self-adjoint operator LΣ associated with the
Dirichlet form (EΣ,FΣ). Furthermore, define Dw = Rwν(Σw) for any w ∈ T .
Then LΣϕw = (Dw)−1ϕw for any w ∈ T . Such a “wavelet” base on the Cantor
set consisting of eigenfunctions has been observed in Kozyrev[14] and Pearson-
Bellissard[16]. In fact, the example in [16] is shown to be a special case of our
framework in Section 13. Also it is noteworthy that Dw is expressed as the
Gromov product of certain metric related to effective resistances. See (4.1).
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Construction of intrinsic metric (Section 6): For ω, τ ∈ Σ with ω 6= τ ,
the confluence [ω, τ ] ∈ T is ω1 . . . ωm, where ω = ω1ω2 . . . , τ = τ1τ2 . . . ∈ Σ,
m = min{k|ωk 6= τk} − 1. Define d(ω, τ) = D[ω,τ ]. Then d(·, ·) is a metric on
Σ and it is thought of as the intrinsic metric with respect to the random walk.
Moreover, we show that ν has the volume doubling property with respect to d,
i.e. ν(B(ω, 2r)) ≤ cν(B(ω, r)) for any ω ∈ Σ and any r > 0, where c is indepen-
dent of ω and r and B(ω, r) = {τ |τ ∈ Σ, d(ω, τ) < r}, if and only if there exist
c∗ > 0 and λ ∈ (0, 1) such that ν(Σwi) ≤ λν(Σw) and Dwi1...im ≤ c∗λ

mDw for
any w ∈ T and any i, i1, . . . , im ∈ {1, 2}.
Asymptotic behavior of the heat kernel (Section 7): Assume that ν has
the volume doubling property with respect to d. Let λw = (Dw)−1. Define

p(t, ω, τ) =
∑
n≥0

e−λ[ω]n−1 t − e−λ[ω]n t

ν(Σ[ω]n)
χΣ[ω]n

(τ)

for any t > 0 and any ω, τ ∈ Σ, where [ω]n = ω1 . . . ωn for ω = ω1ω2 . . . ∈
Σ. Then p(t, ω, τ) is continuous on (0,+∞] × Σ × Σ and is the heat kernel
(fundamental solution) of the heat equation ∂u

∂t = −LΣu. Namely,

(e−LΣtu0)(ω) =
∫

Σ

p(t, ω, τ)u0(τ)ν(dτ)

for any u0 ∈ L2(Σ, ν). Moreover,

p(t, ω, τ) ³ min
{ t

d(ω, τ)ν(Σ[ω,τ ])
,

1
ν(B(ω, t))

}
(1.2)

for any t ∈ (0, 1] and any ω, τ ∈ Σ, where the notation “³” is defined at the
end of introduction. This heat kernel estimate is a variant of that studied in
Chen-Kumagai[4] and satisfies a typical asymptotic behavior of jump processes.
From (1.2), we also have asymptotic behaviors of moments of displacement:

Eω(d(ω,Xt)γ) ³


t if γ > 1,
t(| log t| + 1) if γ = 1,
tγ if 0 < γ < 1

(1.3)

for any ω ∈ Σ and any t ∈ (0, 1], where Eω(·) is the expectation with respect
to the Hunt process associated with the Dirichlet form (EΣ,FΣ) on L2(Σ, ν). In
Section 14, (1.3) is shown to hold in general for jump processes which satisfy
the heat kernel estimate (1.2).
Generalization and inverse problem (Sections 10 and 11): We investigate
the following class of quadratic forms Q’s on L2(Σ, µ) given by

Q(ϕ,ψ) =
∑
w∈T

aw((ϕ)µ,w1 − (ϕ)µ,w2)((ψ)µ,w1 − (ψ)µ,w2), (1.4)

where aw > 0 for any w ∈ T , µ is a Borel regular probability measure on
Σ and (u)µ,v = µ(Σv)−1

∫
Σv

u(ω)µ(dω). We show an equivalent condition for
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Q being a regular Dirichlet form. Moreover, we consider when a quadratic
form Q given by (1.4) is induced by a transient random walk on T . Let λw =
awµ(Σw)/(µ(Σw1)µ(Σw2)) for w ∈ T . Define two conditions (A) and (B) as
follows:
(A) λw < λwi for any (w, i) ∈ T × {1, 2} and limm→∞ λ[ω]m = +∞ for any
ω ∈ Σ
(B) λw < λwi for any (w, i) ∈ T × {1, 2} and limm→∞ λ[ω]m = +∞ for µ-a.e.
ω ∈ Σ.
Then we prove

(A) ⇒ Q is induced by a random walk on T ⇒ (B).

Furthermore, we show that neither (A) nor (B) is equivalent to Q being induced
by a random walk on T in Section 12.
Relation to noncommutative Riemannian geometry (Section 13): In [16],
Pearson and Bellissard have constructed noncommutative Riemannian geometry
on the Cantor set including Laplacians and Dirichlet forms from an ultra-metric.
In fact, their Dirichlet forms belong to the class described by (1.4). As an
application of the inverse problem, we prove that Dirichlet forms derived from
self-similar ultra-metrics on the binary tree are induced by random walks and
obtain heat kernel estimate (1.2) and moments of displacement (1.3). This
extends the result of [16] where the authors have studied self-similar ultra-
metrics whose similarity ratios are equal.

Behind all those results, the theory of resistance forms plays an important
role. (See [12] and [11] for resistance forms.) For example, if a random walk
on a graph (V,E) is transient, we may add the infinity I to the vertices V and
consider a natural resistance form on V ∪ {I} associated with the random walk
on V . See Proposition 2.5 for details. In (2.4) the Martin kernel is expressed by
the resistance metric (effective resistance) associated with the resistance form
on V ∪{I}. This idea is essentially the key of obtaining the results of this paper.

Finally we introduce several conventions in the notation in this paper.
(1) Let f and g be real valued functions on a set A. We write f(x) ³ g(x) on
A if and only if there exist c1, c2 > 0 such that c1g(x) ≤ f(x) ≤ c2g(x) for any
x ∈ A.
(2) Let X be a set. We define `(X) = {u|u : X → R}.
Acknowledgement The author would like to thank Professors M. Fukushima,
M. Barlow, B. Hambly and T. Kumagai for their valuable comments on the
original manuscript.

2 Weighted graphs as random walks

Although our main subject is a random walk on a tree, we introduce and study
more general framework of weighted graphs in this section. The most important
result is (2.4), where the Martin kernel is expressed by the resistance metric.
Except that, most of the definitions and results are classical and can be found
in [19] for example.
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First we define weighted graphs and associated notions.

Definition 2.1. (1) A pair (V,C) is called a weighted graph if and only if V
is a countable set and C : V × V → [0,∞) satisfies that C(x, y) = C(y, x) for
any x, y ∈ V and that C(x, x) = 0 for any x ∈ V . The points in V are called
vertices of the graph (V,C). Two vertices x, y ∈ V are said to be connected if
and only if C(x, y) > 0. The neighborhood Nx(V,C) of x ∈ V is defined by
Nx(V,C) = {y|C(x, y) > 0}. For x0, x1, . . . , xn ∈ V , p = (x0, x1, . . . , xn) is
called a path if and only if C(xi, xi+1) > 0 for any i = 0, . . . , n − 1. We define
the length |p| of a path p = (x0, x1, . . . , xn) by n. If x0 = x and xn = y, then
a path (x0, . . . , xn) is called a path between x and y. A path p = (x0, . . . , xn)
is called simple if and only if xi 6= xj for any i 6= j.
(2) A weighted graph (V,C) is called irreducible if and only if a path between
x and y exists for any x, y ∈ V .
(3) A weighted graph (V,C) is called locally finite if and only if Nx(V,C) is a
finite set for any x ∈ V .

In this paper, we always assume that V is an infinite set and a weighted
graph (V,C) is irreducible and locally finite. A weighted graph gives a reversible
Markov chain on V .

Definition 2.2. Let C(x) =
∑

y∈V C(x, y) and let p(x, y) = C(x, y)/C(x). For
n ≥ 0, we define p(n)(x, y) for x, y ∈ V inductively by p(0)(x, y) = δxy, where
δxy is the Dirac’s delta, and

p(n+1)(x, y) =
∑
z∈V

p(n)(x, z)p(z, y).

Define G(x, y) =
∑

n≥0 p(n)(x, y), which may be infinite. G(x, y) is called the
Green function of (V,C). A weighted graph (V,C) is said to be transient if and
if G(x, y) < +∞ for any x, y ∈ V .

We regard p(x, y) as the transition probability from x to y in the unit time.
Let ({Zn}n≥0, {Qx}x∈V ) be the associated random walk (or the Markov chain)
on V . Then p(n)(x, y) = Qx(Zn = y), i.e. p(n)(x, y) is the probability of the
transition from x to y at time n. Since p(x, y)C(x) = p(y, x)C(y), this Markov
chain is reversible.

Definition 2.3. (1) The Laplacian L : `(V ) → `(V ) associated with (V,C) is
defined by

(Lu)(x) =
∑
y∈V

C(x, y)(u(y) − u(x))

for any u ∈ `(V ) and any x ∈ X. We say u ∈ `(V ) is harmonic on V with
respect to (V,C) if (Lu)(x) = 0 for any x ∈ V . We use H(V,C) and H∞(V,C)
to denote the collection of harmonic functions and bounded harmonic functions
on V with respect to (V,C) respectively.
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(2) Define F = {u|u ∈ `(V ),
∑

x,y∈V C(x, y)(u(x) − u(y))2 < +∞}. For any
u, v ∈ F , define

E(u, v) =
1
2

∑
x,y∈V

C(x, y)(u(x) − u(y))(v(x) − v(y)).

and Eφ(u, v) = E(u, v) + u(φ)v(φ), where φ ∈ V is a fixed reference point.
(E ,F) is called the resistance form associated with the weighted graph (V,C).
Set C0(V ) = {u|u ∈ `(V ),#(supp(u)) < +∞}, where supp(u) is the support of
u and #(A) is the number of elements in A. Let (C0(V ))Eφ

be the closure of
C0(V ) with respect to the inner-product Eφ.

In fact (E ,F) is a resistance form in the sense of [11, Definition 4.1]. Note
that if u ∈ C0(V ) and v ∈ F , then

E(u, v) = −
∑
x∈V

u(x)(Lv)(x). (2.1)

The following theorem is one of the most essential results on the type prob-
lem of random walks. It has originated with Yamasaki in [21, 22]. See [18,
Theorem 4.8] for details.

Theorem 2.4. The following conditions are equivalent:
(Tr1) (V,C) is transient.
(Tr2) 1 /∈ (C0(V ))Eφ

.
(Tr3) sup{u(x)2/E(u, u)|u ∈ C0(V )} < +∞ for any x ∈ V .

If (V,C) is transient, we may introduce a point I, which is thought of as the
point of infinity, and construct a new resistance form on V ∪{I}. Later in (2.4),
the Martin kernel of (V,C) is described by the resistance metric associated with
this new resistance form on V ∪ {I}.

Proposition 2.5. Assume that (V,C) is transient. Define F∗ = (C0(V ))Eφ
+

R = {f + a|f ∈ (C0(V ))Eφ
, a ∈ R}. Let I /∈ V and define u(I) = a if u = f + a

for f ∈ (C0(V ))Eφ
and a ∈ R. Denote V∗ = V ∪ {I}. Then (E ,F∗) is a

resistance form on V∗. Furthermore, there exists g∗ : V∗×V∗ → [0,∞) such that
the following conditions (a), (b) and (c) are satisfied:
(a) g∗(x, y) = g∗(y, x) for any x, y ∈ V∗.
(b) For any x ∈ V , let gx

∗ (y) = g∗(x, y). Then gx
∗ is a unique element in

(C0(V ))Eφ
which satisfies E(gx

∗ , u) = u(x) for any u ∈ (C0(V ))Eφ
.

(c) For any x, y ∈ V ,

g∗(x, y) =
R∗(x, I) + R∗(y, I) − R∗(x, y)

2
, (2.2)

where R∗(·, ·) is the resistance metric on V∗ associated with (E ,F∗) given by

R∗(x, y) = max

{
(u(x) − u(y))2

E(u, u)

∣∣∣∣∣u ∈ F∗, E(u, u) 6= 0

}
.
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Remark. There is no weighted graph (V∗, C∗) whose associated resistance form
is (E∗,F∗). Otherwise we have ψ∗ ∈ F∗, where ψ∗ is the characteristic function
of the infinity I. Then there exists u ∈ (C0(V ))Eφ

such that ψ∗ = u + 1.
Since u ≡ −1 on V and (T,C) is transient, this contradicts to the fact that
1 /∈ (C0(V ))Eφ

.

Remark. Let R(·, ·) be the resistance metric associated with the resistance form
(E ,F) on V . Then R(·, ·) and R∗(·, ·) are called the limit resistance and the
minimal resistance respectively in [17]. Also, they are called the free resistance
and the wired resistance respectively in [10]. For the use of the terminology
“free” and “wired”, see [15].

Proof. We will verify the conditions (RF1) to (RF5) of [11, Definition 4.1] for
(E ,F∗). (RF1) and (RF2) are immediate. Let χx be the characteristic function
of a single point x ∈ V . Since χx ∈ C0(V ) for any x ∈ V , we have (RF3). For
x 6= y ∈ V , since F∗ ⊂ F , the supremum in (RF4) with F = F∗ is finite. If
x ∈ V and y = I, then the supremum is also finite by the condition (Tr3) of
Theorem 2.4. Finally, let u ∈ F∗. Then u = f + a for some f ∈ (C0(V ))Eφ

and
a ∈ R. Then f + a− a ∈ (C0(V ))Eφ

. Hence u(I) = (f + a)(I) = a = u(I). This
shows (RF5) for (E ,F∗). Thus (E ,F∗) is a resistance form on V∗.

Applying [11, Theorems 4.9 and 4.11] to the resistance form (E ,F∗) on V∗
with B = {I}, we obtain g∗(·, ·) with desired properties. Note that in this case,
B is a single point. We have RB = R∗.

Definition 2.6. Assume that (V,C) is transient. When it is necessary to specify
(V,C), we use I(V,C) to denote the infinity I associated with (E ,F∗) and write
Rx(V,C) instead of R∗(x, I), which is the resistance metric between x and I(V,C)

with respect to (E ,F∗). If (V,C) is not transient, then we define Rx(V,C) = ∞.

In light of the following theorem, we call g∗(·, ·) the symmetrized Green
function of the weighted graph (V,C).

Theorem 2.7. Assume that (V,C) is transient. Then, for any x, y ∈ V ,

g∗(x, y) = G(x, y)/C(y).

Proof. Define ϕn
y (x) = p(n)(x, y). Then

(Lϕn
y )(x) = C(x)(p(n+1)(x, y) − p(n)(x, y)) = C(y)(p(n+1)(y, x) − p(n)(y, x)).

Since (V,C) is locally finite, we see that ϕn
y ∈ C0(V ). By (2.1),

E(ϕn
x , ϕm

y ) = C(y)(p(n+m)(y, x) − p(n+m+1)(y, x). (2.3)

Let Gn,y(x) =
∑n−1

i=0 ϕi
y. For n < m, (2.3) implies

E(Gm+1,y − Gn,y, Gm+1,y − Gn,y) = C(y)
( n+m∑

i=2n

p(i)(y, y) −
2m+1∑

i=n+m+1

p(i)(y, y)
)
.
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Since
∑∞

i=0 p(i)(y, y) is finite, we see that E(Gm+1,y −Gn,y, Gm+1,y −Gn,y) → 0
as n,m → ∞. Moreover, Gn,y(x) =

∑n−1
i=0 p(i)(x, y) → G(x, y) as n → ∞ for

x ∈ V . Define Gy(x) =
∑

n≥0 ϕn
y (x). Then {Gn,y}n≥1 is a Cauchy sequence

with respect to Eφ and its limit is Gy. Note that Gn,y ∈ C0(V ). This shows
Gy ∈ (C0(V ))Eφ

. For any u ∈ C(V0),

E(u, Gn,y) = −
n−1∑
i=0

∑
x∈V

u(x)(Lϕi
y)(y) = C(y)

∑
x∈V

u(x)(p(0)(y, x) − p(n)(y, x)).

Letting n → ∞, we obtain

E(u,Gy) = C(y)
∑
x∈V

u(x)p(0)(y, x) = C(y)u(y).

Hence E(u,Gy/C(y)) = u(y) for any u ∈ (C0(V ))Eφ
. Proposition 2.5-(b) shows

that G(x, y)/C(y) = Gy(x)/C(y) = g∗(x, y).

The next lemma is technically useful in the following sections. One can refer
to [11, Theorem 7.5] for the definition of a trace of a resistance form.

Lemma 2.8. Assume that (V,C) is transient. Set U = {x, y, I} for x, y ∈ X
with x 6= y. Let (E|U ,F∗|U ) be the trace of the resistance form (E ,F∗) on U .
Suppose that

E|U (u, u) = cxI(u(x) − u(I))2 + cyI(u(y) − u(I))2 + cxy(u(x) − u(y))2

for any u : U → R. Define rxI = 1/cxI , ryI = 1/cyI and rxy = 1/cxy. Then

g∗(x, y) =


rxIryI

rxI+ryI+rxy
if cxIcyIcxy > 0,

0 if cxy = 0,
ryI if cxI = 0,
rxI if cyI = 0.

This lemma is proven by using the ∆–Y transform to E|U as illustrated in
Figure 2. See [12, Lemma 2.1.15] for the ∆–Y transform.

In the rest of this section, we introduce the notion of the Martin boundary
of a transient weighted graph and related results originally studied in 1960’s.
See [19, Section 24] for the references and details.

Definition 2.9. Assume (V,C) is transient. Define

Kx0(x, y) =
G(x, y)
G(x0, y)

for any x0, x, y ∈ T . Kx0(x, y) is called the Martin kernel of (V,C).

10
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Trace to {x, y, I}

I
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RI = g∗(x, y)

Rx Ry

After the ∆–Y transform

Figure 2: Calculation of g∗(x, y) by means of ∆–Y transform

Using (2.2), we have

Kx0(x, y) =
g∗(x, y)
g∗(x0, y)

=
R∗(x, I) + R∗(y, I) − R∗(x, y)

R∗(x0, I) + R∗(y, I) − R∗(x0, y)
, (2.4)

where R∗ is the resistance metric with respect to (E ,F∗).

Proposition 2.10. Assume (V,C) is transient. Then there exists a unique
minimal compactification Ṽ of V (up to homeomorphism) such that Kx0 is ex-
tended to a continuous function from V ×Ṽ to R. Ṽ is independent of the choice
of x0. Moreover, there exists a Ṽ \V -valued random variable Z∞ such that

Qx

(
lim

n→∞
Zn = Z∞

)
= 1

for any x ∈ X.

Definition 2.11. Assume that (V,C) is transient. Ṽ is called the Martin
compactification of V . Define M(V,C) = Ṽ \V , which is called the Martin
boundary of (V,C). Define a probability measure νx on M(V,C) by

νx(B) = Qx(Z∞ ∈ B)

for any Borel set B ⊆ M(V,C). νx is called the hitting distribution on the
Martin boundary M(V,C) starting from x.

The following theorem is the fundamental result on the Martin boundary
and representation of harmonic functions on a weighted graph.

Theorem 2.12. Assume that (V,C) is transient.
(1) Kx0(·, y) ∈ H+(V,C) ∩H∞(V,C) for any x0 ∈ V and any y ∈ Ṽ .
(2) If h ∈ H∞(V,C), then there exists f ∈ L∞(M(V,C), νx0) such that

h(x) =
∫

M(V,C)

Kx0(x, y)f(y)νx0(dy).

11



3 Transient trees and their Martin boundaries

In this section, we introduce the notion of a tree, which is a special case of
weighted graphs. The main goals are Theorems 3.8 and 3.13, where the hitting
distribution on the Martin boundary and the Martin kernel are expressed in
terms of resistance metrics of sub-trees.

Definition 3.1. (1) A pair (T,C) is called a tree if and only if it satisfies the
following conditions (Tree1) and (Tree2):
(Tree1) (T,C) is an irreducible and locally finite weighted graph.
(Tree2) For any x, y ∈ T , there exists a unique simple path between x and y.
(2) Let (T,C1) and (T,C2) be trees. We write (T,C1) ∼

G
(T,C2) if and only if

Nx(T,C1) = Nx(T,C2) for any x ∈ T .

Fix a countably infinite set T . Then the relation ∼
G

is an equivalence relation

on {(T,C)|(T,C) is a tree}. We use G(T,C) to denote the equivalence class of
a tree (T,C) with respect to ∼

G
. The equivalence class G(T,C) determines the

structure of T as a non-directed graph.
Hereafter in this section, (T,C) is always a tree.

Definition 3.2. (1) For x, y ∈ T , the unique simple path between x and y
is called the geodesic between x and y and denoted by xy. The path distance
|x, y| between x and y is defined by the length of xy.
(2) For x ∈ T , define πx : T → T by

πx(y) =

{
xn−1 if x 6= y and xy = (x0, . . . , xn−1, xn),
x if y = x.

We define Sx(y) = Ny(T,C)\{πx(y)}.
(3) An infinite path (x0, x1, . . .) ∈ T N is called a geodesic ray originated
from x ∈ V if and only if x0 = x and (x0, x1, . . . , xn) = x0xn for any n ≥
1. Two geodesic rays (x0, x1, . . .) and (y0, y1, . . .) is equivalent if and only if
(xm, xm+1, . . .) = (yk, yk+1, . . .) for some m and k. Define Σ(T,C) as the col-
lection of the equivalence classes of geodesic rays. We write T̂ = T ∪ Σ(T,C).

Easily, Σ(T,C) is identified with the collections of geodesic rays originated
from a fixed point x ∈ T .

Lemma 3.3. Let x ∈ T . Define Σx(T,C) by the collection of the geodesic rays
originated from x. Then Σ(T,C) is naturally identified with Σx(T,C).

We need the notion of sub-tree T x
y and associated collection of geodesic rays

Σx
y(T,C) to describe finer structure of Σx(T,C).

Definition 3.4. We write y ∈ xz if and only if xz = (x0, . . . , xn) and y = xi

for some i = 0, . . . , n. Define T x
y = {z|y ∈ xz} and

Σx
y(T,C) = {(x0, x1, . . .)|(x0, x1, . . .) ∈ Σx(T,C), x|x,y| = y}.

Define T̂ x
y = T x

y ∪ Σx
y(T,C).

12



By Lemma 3.3, we always identify Σ(T,C) as Σx(T,C). If no confusion
may occur, we write Σ,Σx and Σx

y in place of Σ(T,C),Σx(T,C) and Σx
y(T,C)

respectively hereafter.

Proposition 3.5. Define Õ = T ∪{T̂ x
y |y ∈ V } and O = {∪λUλ|Uλ ∈ Õ}. Then

O gives a topology of T̂ and (T̂ ,O) is compact. Moreover, the closure of T is T̂ .

The restriction of O to T is the discrete topology on T . (T̂ ,O) is called the
end compactification of T .

Remark. Note that the notions introduced in this section so far only depend on
the equivalence class G(T,C). In particular, if (T,C1) and (T,C2) are trees and
G(T,C1) = G(T,C2), then Σ(T,C1) is naturally identified with Σ(T,C2) and
the end compactifications of (T,C1) and (T,C2) are the same.

The following fundamental theorem on the Martin boundary of a tree is due
to Cartier [3]. See [20, Chapter 9] for details.

Theorem 3.6. Assume (T,C) is transient. Then the Martin compactification
T̃ of T coincides with the end compactification T̂ .

By the above theorem, we identify the Martin boundary M(T,C) with Σ
hereafter. Let OΣ be the relative topology of O on Σ. Then (Σ,OΣ) is compact.

Recall that νx is the hitting distribution on Σ starting from x ∈ V defined by
νx(B) = Qx(Z∞ ∈ B) for a Borel set B ⊆ Σ. We are going to give an expression
of νx(Σx

y) by means of resistance metrics of sub-trees (T x
y , Cx

y ) defined below.

Definition 3.7. Let x, y ∈ T with x 6= y. Define rx
y = 1/C(πx(y), y). Let Cx

y

be the restriction of C onto T x
y . We write Rx

y = Ry(T x
y , Cx

y ) and ρx
y = rx

y + Rx
y .

Remark. If (T x
y , Cx

y ) is not transient, then Rx
y = ρx

y = ∞. Moreover, (T x
y , Cx

y )
is not transient if and only if (T x

z , Cx
z ) is not transient for all z ∈ Sx(y).

Theorem 3.8. Assume that (T,C) is transient. Then, for any y ∈ T\{x},

νx(Σx
y) =

{
Rx

πx(y)

ρx
y

νx(Σx
πx(y)) if (T x

πx(y), C
x
πx(y)) is transient.

0 otherwise
(3.1)

By the inductive use of this theorem, if xy = (x0, . . . , xn), then

ν(Σx
y) =


Rx

x0
Rx

x1
···Rx

xn−1
ρx

x1
ρx

x2
···ρx

xn

if (T x
y , Cx

y ) is transitive,

0 if (T x
y , Cx

y ) is not transitive.

Lemma 3.9. Assume (T,C) is transient. Then, for any y ∈ Nx(T,C),

νx(Σx
y) = Rx(T,C)/ρx

y .

Note that Rx(T,C) = (
∑

y∈Nx(T,C) 1/ρx
y)−1.

13



Proof. If (T x
y , Cx

y ) is not transient, then νx(Σx
y) = Qx(Z∞ ∈ Σx

y) = 0. Assume
that (T x

y , Cx
y ) is transient. Let F (x, y) = Qx(Zn = y for some n ≥ 0). By [19,

(1.13)-(b)] and Theorem 2.7, F (x, y) = g∗(x, y)/g∗(y, y). Using [19, (26.5)], we
have

νx(T x
y ) =

F (x, y)(1 − F (x, y))
1 − F (x, y)F (y, x)

=
(g∗(x, x) − g∗(x, y))g∗(x, y)
g∗(x, x)g∗(y, y) − g∗(x, y)2

. (3.2)

We consider the trace of (E ,F∗) to the three points {x, y, I}, where I = I(T,C).
By Lemma 2.8, g∗(x, y) = rxIryI/R, g∗(x, x) = Rx(T,C) = rxI(rxy + ryI)/R
and g∗(y, y) = Ry(T,C) = ryI(rxy + rxI)/R, where R = rxy + rxI + ryI . (3.2)
and these imply

νx(T x
y ) =

rxI

R
=

Rx(T,C)
rxy + ry

=
Rx(T,C)

ρx
y

.

Proof of Theorem 3.8. Let J x
y = {Zn ∈ T x

y for sufficiently large n}. Then
νx(Σx

y) = Qx(J x
y ). Set Ix

z = {Zn ∈ T x
z for any n ≥ 0}, where z = πx(y).

By the Markov property,

νx(Σx
y) = Qx(J x

y ) = Qx(J x
z )Qz(J x

y ∩ Ix
z |Ix

z ) = νx(Σx
z )Qz(J x

y ∩ Ix
y |Ix

z ).

Let ({Z̃n}n≥0, {Q̃w}w∈T x
z
) be the Markov chain associated with (T x

z , Cx
z ) and

let ν̃z is the associated hitting distribution. Then

Qz(J x
y ∩ Ix

z |Ix
z ) = Q̃z(Z̃n ∈ T x

y for sufficiently large n) = ν̃z(Σx
y).

Applying Lemma 3.9 to (T x
z , Cx

z ), we obtain ν̃z(Σx
y) = Rx

z/ρx
y . Thus we have

(3.1).

As an application of Theorem 3.8, we may identify the support of νx, which
is the Poisson boundary of (T,C).

Definition 3.10. Define T x
∗ = {y|y ∈ T, (T x

y , Cx
y ) is transient} and let Cx

∗ be
the restriction of C to T x

∗ .

Σ(T x
∗ , Cx

∗ ) is naturally identified with {(x0, x1, . . .)|(x0, x1, . . .) ∈ Σx, xm ∈
T x
∗ for any m ≥ 0}. In this sense, Σ(T x

∗ , Cx
∗ ) is regarded as a subset of Σ.

Corollary 3.11. The support of νx is Σ(T x
∗ , Cx

∗ ).

Next we give an expression of the Martin kernel in terms of resistance metrics
of sub-trees.

Definition 3.12. Assume that (T,C) is transient. For x 6= y ∈ T , define

ηx
y =

{
Rx

y

ρx
y

if (T x
y , Cx

y ) is transient,

1 otherwise.
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Figure 3: Calculation of g∗(x, y) and g∗(z, y)

Theorem 3.13. Let x0, x ∈ T with x0 6= x and let x0x = (x0, x1, . . . , xn),
where xn = x. For any y ∈ T , define k = k(x0, x, y) as the unique k which
satisfies y ∈ T x0

xk
∩ T x

xk
. Then,

Kx0(x, y) =
(
ηx

x0
ηx

x1
· · · ηx

xk−1

)−1
ηx0

xk+1
· · · ηx0

xn
. (3.3)

The rest of this section is devoted to proving Theorem 3.13.

Lemma 3.14. Assume that (T,C) is transient. Let z ∈ T . If x ∈ Nz(T,C)
and y ∈ T z

x , then
Kz(x, y) = 1/ηx

z . (3.4)

Proof. We have three cases, namely,
Case 1: both (T x

z , Cx
z ) and (T z

x , Cz
x) are transient.

Case 2: (T x
z , Cx

z ) is transient while (T z
x , Cz

x) is not.
Case 3: (T z

x , Cz
x) is transient while (T x

z , Cx
z ) is not.

In Case 1, let cxI(u(x)−u(I))2+cyI(u(y)−u(I))2+cxy(u(x)−u(y))2 be the trace
of the resistance form associated with (T z

x , Cz
z ). Assume that cxIcyIcxy > 0. Set

rxI = 1/cxI , ryI = 1/cyI and rxy = 1/rxy. Now our network corresponds to “O”
at the upper left corner of Figure 3. We will follow the arrows in Figure 3 to
calculate g∗(x, y) and g∗(z, y). To obtain g∗(x, y), we calculate the combined
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resistance RxI of rxz + Rx
z and rxI and get g∗(x, y)-1 from O. Applying ∆–Y

transform to g∗(x, y)-1, we have g∗(x, y)-2. Then Lemma 2.8 gives g∗(x, y).
After performing these processes,

g∗(x, y) =
rxIryI(Rx

z + rxz)
(ryI + rxy)(Rx

z + rxz + rxI) + (Rx
z + rxz)rxI

.

To get g∗(z, y), we first apply the ∆–Y transform to three points network
{z, x, I} in O and obtain g∗(z, y)-1. To set rwy = rxw + rxy gives g∗(z, y)-2.
Finally applying the ∆–Y transform to three point network {I, w, y}, we get
g∗(x, y)-3. Then Lemma 2.8 gives g∗(z, y). After performing these processes,

g∗(z, y) =
rxIryIR

x
z

(ryI + rxy)(Rx
z + rxz + rxI) + (Rx

z + rxz)rxI
.

Since Kz(x, y) = g∗(x, y)/g∗(z, y), we have (3.4). If one of cxI , cyI and cxy = 0,
then the corresponding edge in O of Figure 3 is disconnected. The calculation
is considerably easier and one can confirm (3.4) as well.

In Case 2, rxI and ryI are infinite and the corresponding edges in O of
Figure 3 are disconnected. Hence it is easy to obtain (3.4).

In Case 3, Rx
z is infinite and the corresponding edge in O of Figure 3 is

disconnected. Therefore g∗(x, z) = g∗(x, y) and this implies (3.4).

Proof of Theorem 3.13. Let z = x0. We use induction in |z, x|. Assume |z, x| =
1. Then y ∈ T z

x or y ∈ T z
x . If y ∈ T z

x , then Lemma 3.14 shows (3.3). If y ∈ T x
z ,

then Kz(x, y) = (Kx(z, y))−1 = ηz
z and so (3.3) follows. Next assume that (3.3)

holds if |z, x| ≤ m. Let |z, x| = m+1 and let zx = (x0, x1, . . . , xm, xm+1). Then
by Lemma 3.14,

Kz(x, y) = Kz(xm, y)Kxm(x, y) = Kz(xm, y) ×

{(
ηx

xm

)−1 if y ∈ T xm
x ,

ηxm
x if y ∈ T x

xm
.

Note that ηxm
x = ηz

x and T xm
x = T z

x . Hence using the hypothesis of the induction,
we obtain (3.3). Thus we have completed the proof.

4 Harmonic function and associated martingale

In this section, we introduce a martingale on the Martin boundary Σ associated
with a harmonic function on a tree T . The energy E of a harmonic function is
shown to have an expression using the associated martingale. By this expression
of the energy, we show that any harmonic function with finite energy has a
natural limit on Σ which constitute an L2-function on Σ.

Throughout this section, (T,C) is a transient tree and φ ∈ T is a reference
point. Since the support of νφ is Σ(Tφ

∗ , Cφ
∗ ), we will consider (Tφ

∗ , Cφ
∗ ) in place

of (T,C). Equivalently, (T x
y , Cx

y ) is assumed to be transient for any x, y ∈ T
hereafter in this paper. As a result, the Martin boundary coincides with the
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Poisson boundary and Sx(y) 6= ∅ for any x, y ∈ T . For ease of notation, we
omit writing φ. For example, we use K(·, ·),Σ, ν, Tx, Cx, Rx, ρx and ηx instead
of Kφ(·, ·),Σφ, νφ, Tφ

x , Cφ
x , Rφ

x , ρφ
x and ηφ

x .
The values Dx and λx defined below play an essential role in this paper. For

example, {λx|x ∈ T} ∪ {0} will be identified with the collection of eigenvalues
of the self-adjoint operator associated with the Dirichlet form on the boundary
Σ. See Theorem 5.6.

Definition 4.1. Define Dx = ν(Σx)Rx and λx = 1/Dx for any x ∈ T . The map
x → λx from T to (0,∞) is called the eigenvalue map associated with (T,C).

By (2.2) and Theorem 6.2-(1), we will see that

Dx =
R∗(x, I) + R∗(φ, I) − R∗(x, φ)

2
, (4.1)

whose right-hand side coincides with the Gromov product of the metric R∗.

Lemma 4.2. For any x ∈ T and any y ∈ S(x),

Dy

Dx
=

Ry

ρy
< 1 and Dx − Dy = ryν(Σy) (4.2)

In particular, Dx > Dy and λy > λx for any x ∈ T and any y ∈ S(x).

Proof. By Theorem 3.8,

Dy

Dx
=

RxRy

ρyRx
=

Ry

ρy
=

Ry

ry + Ry
< 1

Again by Theorem 3.8, ν(Σy)ρy = ν(Σx)Rx. This immediately implies (4.2).
Since every (Ty, Cy) is assumed to be transient, it follows that ν(Σy) > 0.

Definition 4.3. (1) Define |x| = |φ, x| for any x ∈ T . Let φx = (x0, . . . , xn).
Then define [x]m = xm for any m = 0, 1, . . . , n = |x|.
(2) Let ω = (x0, x1, x2, . . .) ∈ Σ. Define [ω]n = xn for n ≥ 0.
(3) For m ≥ 0, let Wm = {x|x ∈ T, |x| = m} and let Mm be the σ-algebra of
Σ generated by {Σx}x∈Wm

.

It is easy to see that {Mn}n≥0 is a filtration.

Proposition 4.4. Define a linear map M : `(T ) → `(T ) by

(Mu)(x) =
u(x) − ηxu(π(x))

1 − ηx

for any x ∈ T and define Mmu =
∑

x∈Wm
(Mu)(x)χΣx for u ∈ `(T ). Then

(1) The linear map M is invertible. In fact,

u(x) = Dx

(
λφ(Mu)(φ) +

|x|∑
m=1

(λ[x]m − λ[x]m−1)(Mu)([x]m))
)
. (4.3)

(2) u ∈ H(T,C) if and only if {Mmu}m≥0 is a martingale adapted to the
filtration {Mm}m≥0.
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Proof. (1) Note that ηx = Dx/Dπ(x) by (4.2). Induction in |x| using this
equality yields (4.3).
(2) Let L be the Laplacian associated with (T,C). Then

ν(Σx)(Mu)(x) −
∑

y∈S(x)

ν(Σy)(Mu)(y) = −Dx(Lu)(x) (4.4)

for any x ∈ T . This implies the desired statement.

Theorem 4.5. For any u ∈ H(T,C),

E(u, u) =
∑
m≥0

∑
x∈Wm

λx

∫
Σx

(Mmu − Mm+1u)2dν. (4.5)

In particular, u ∈ H(T,C) ∩ F if and only if the right hand side of (4.5) is
finite.

Remark. For any u ∈ H(T,C),∫
Σx

(Mmu − Mm+1u)2dν =
∑

y∈S(x)

ν(Σy)((Mu)(x) − (Mu)(y))2

=
1

2ν(Σx)

∑
y,z∈S(x)

ν(Σy)ν(Σz)((Mu)(y) − (Mu)(z))2 (4.6)

We will give a proof of Theorem 4.5 at the end of this section.
As a corollary of Theorem 4.5, an harmonic function with finite energy is

shown to have a boundary value in L2(Σ, ν). Such a “Fatou type theorem” has
been known in several versions. For example, Cartier has shown the if u = Hf ,
where H is the Poisson operator defined in the next section, then u([ω]n) → f(ω)
as n → ∞ for ν-a. e. ω ∈ Σ in [3]. See [20, 9.51] for details.

Theorem 4.6. For any u ∈ H(T,C) ∩ F , {u([ω]n)}n≥0 converges as n → ∞
for ν-a. e. ω ∈ Σ. Moreover, let f(ω) be its limit. Then f ∈ L2(Σ, ν),
(Mmu)(ω) → f(ω) for ν-a. e. ω ∈ Σ and

∫
Σ
(f − Mmu)2dν → 0 as m → ∞.

Proof. Since λx ≥ λφ for any x ∈ T , (4.5) implies
∑

m≥0 ||Mmu − Mm+1u||2ν
is finite for any u ∈ H(T,C) ∩ F , where ||f ||2ν =

∫
Σ

f2dν. By the martingale
convergence theorem, {Mmu}m≥0 converges as m → ∞ in the sense of L2(Σ, ν)
and also ν-a. e. ω ∈ Σ. Let f ∈ L2(Σ, ν) be the limit of {Mmu}m≥0. Assume
that (Mmu)(ω) = (Mu)([ω]m) → f(ω) as m → ∞. By (4.3), if D[ω]m → 0 as
m → ∞, then we have limm→∞ u([ω]m) = limm→∞(Mmu)(ω) = f(ω). Using
Theorem 6.2-(3), we see that u([ω]n) → f(ω) for ν-a. e. ω ∈ Σ.

By the above theorem, we may define the trace map B from F ∩H(T,C) to
L2(Σ, ν).

Definition 4.7. Define a linear map B : F ∩ H(T,C) → L2(Σ, ν) as Bu =
limm→∞ Mmu.
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In the rest of this section, we give a proof of Theorem 4.5. In the following,
we write νy = ν(Σy). A direct calculation shows the next lemma.

Lemma 4.8. Let u ∈ H(T,C) and let ξ = Mu. Then, for any x ∈ T ,∑
y∈S(x)

λxνy(ξ(x)−ξ(y))2 =
∑

y∈S(x)

ry + Ry

(ry)2
(u(y)−u(x))2− Rx

(rx)2
(u(π(x))−u(x))2.

Definition 4.9. Let (Ex,Fx) be the resistance form associated with (Tx, Cx)
for x ∈ T . For m ≥ 1, define

Rx,m =
(
inf{Ex(u, u)|u : Tx → R, u(x) = 1, u(y) = 0 if |y| ≥ |x| + m})

)−1

and

Ex,m(u, u) =
∑

y∈T m
x \{x}

(u(y) − u(π(y)))2

ry

for u ∈ `(T ), where Tm
x = Tx ∩ W|x|+m. Moreover, define Rx,0 = 0 and

Ex,0(u, u) = 0.

Lemma 4.10. (1) limm→∞ Rx,m = Rx.
(2) For any m ≥ 1 and any x ∈ T ,

1
Rx,m

=
∑

y∈S(x)

1
ry + Ry,m−1

Proof. (1) Note that (Tx, Cx) is transient. Define F∗,x = (C0(Tx))Ex +R, where
Ex(u, v) = E(u, v) + u(x)v(x). Write Ix = I(Tx,Cx). Recall that (Ex,F∗,x) is a
resistance form on Tx ∪ {Ix} and that

Rx =
(
min{Ex(u, u)|u ∈ F∗,x, u(x) = 1, u(Ix) = 0}

)−1
.

Hence Rx ≥ Rx,m. There exists ψ ∈ F∗,x such that ψ(x) = 1 and ψ(Ix) = 0
and Ex(ψ,ψ) = 1/Rx. Since ψ(Ix) = 0, ψ ∈ (C0(Tx))Ex . Hence there ex-
ists {ψn}n≥1 ∈ C0(Tx) such that ψn(x) = 1 and Ex(ψn, ψn) → 1/Rx as n →
∞. Choose kn so that supp(ψn) ⊆ {y|y ∈ Tx, |y| ≥ |x| + kn + 1}. Then
Ex(ψn, ψn)−1 ≤ Rkn,x. Since kn → ∞ as n → ∞ and Rx,m ≤ Rx,m+1 for any
k, it follows that Rx ≤ limm→∞ Rx,m ≤ Rx.
(2) This follows by applying the formula of combined resistance.

Lemma 4.11. Let u : Tx → R. Assume that (Lu)(y) = 0 for any y ∈ Tx\{x}.
Then, for any m ≥ 0,

Ex,m(u, u) ≥ Rx,m

( ∑
y∈S(x)

u(y) − u(x)
ry

)2

. (4.7)
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Proof. We use Induction in m. For m = 0, (4.7) holds since Ex,m(u, u) = 0 and
Rx,0 = 0. Assume that (4.7) holds for m − 1 and any x ∈ T . In particular, for
any y ∈ S(x),

Ey,m−1 ≥ Ry,m−1

( ∑
z∈S(y)

u(z) − u(y)
rz

)2

.

Since (Lu)(y) = 0,
∑

z∈S(y)(u(z) − u(y))2/rz = (u(y) − u(x))/ry. Hence

Ex,m(u, u) =
∑

y∈S(x)

(
(u(x) − u(y))2

ry
+ Ey,m−1(u, u)

)

≥
∑

y∈S(x)

(ry + Ry,m−1)

(
u(x) − u(y)

ry

)2

Using the Cauchy-Schwarz inequality, we obtain

Ex,m(u, u) ≥

( ∑
y∈S(x)

1
ry + Ry,m−1

)−1( ∑
y∈S(x)

u(y) − u(x)
ry

)2

.

By Lemma 4.10-(2), this immediately imply (4.7).

Lemma 4.12. Let u ∈ H(T,C). If n > m, then

Eφ,n(u, u) ≥ Eφ,m(u, u) +
∑

y∈Wm

Ry,n−m

(ry)2
(u(π(y)) − u(y))2 (4.8)

Proof. By Lemma 4.11,

Eφ,n(u, u) ≥ Eφ,m(u, u) +
∑

y∈Wm

Ry,n−m

( ∑
z∈S(y)

u(y) − u(z)
rz

)2

Since u is harmonic, we obtain (4.8).

Proof of Theorem 4.5. Let u ∈ H(T,C) and let ξ = Mu. By Lemma 4.8,

m−1∑
k=0

∑
x∈Wk

λx

∑
y∈S(x)

νy(ξ(y) − ξ(x))2 = Eφ,m(u, u) +
∑

y∈Wm

Ry

(ry)2
(u(y) − u(π(y))2

(4.9)
Letting n → ∞ in (4.8) and using Lemma 4.10-(1), we have

E(u, u) ≥
m−1∑
k=0

∑
x∈Wk

λx

∑
y∈S(x)

νy(ξ(y) − ξ(x))2 ≥ Eφ,m(u, u).

This along with (4.6) immediately implies (4.5).
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5 Induced form on the Martin boundary

In this section, we present a structure theorem (Theorem 5.4) of the Dirichlet
form on the Cantor set induced by a transient random walk on a tree. As in
the last section, (T,C) is a transient tree and φ ∈ T is a reference point. We
continue to assume that (T x

y , Cx
y ) is transient for any x, y ∈ T . We are going to

study the quadratic form (EΣ,FΣ) defined below.

Definition 5.1. Define a linear map H : L1(Σ, ν) → `(T ) by

(Hf)(x) =
∫

Σ

K(x, y)f(y)ν(dy)

for any x ∈ T . Moreover, define FΣ = {f |f ∈ L1(Σ, ν),Hf ∈ F} and EΣ(f, h) =
E(Hf,Hh) for any f, h ∈ FΣ.

Note that Hf ∈ H(T,C) since K(·, y) ∈ H(T,C) for any y ∈ Σ. The map
H can be better understood trough the martingales associated with harmonic
functions.

Definition 5.2. Define (f)x = ν(Σx)−1
∫
Σx

fdν for any f ∈ L1(Σ, ν) and any
x ∈ T . Also let Ω : L1(Σ, ν) → `(T ) by (Ωf)(x) = (f)x for any x ∈ T .
Furthermore, define Ωmf =

∑
x∈Wm

(f)xχΣx for any f ∈ L1(Σ, ν).

Note that {Ωmf}m≥0 is a martingale adapted to {Mm}m≥0 for any f ∈
L1(Σ, ν). Next theorem essentially claims that the martingale {MmHf}m≥0

coincides with {Ωmf}m≥0.

Theorem 5.3. H = M−1◦Ω.

We will give a proof of this theorem at the end of this section.
Combining the results in the last section and the above theorem, we obtain

a simple expression of (EΣ,FΣ) by means of {λx}x∈T and ν.

Theorem 5.4. B(F ∩H(T,C)) = FΣ, HBu = u for any u ∈ F ∩H(T,C) and
BHf = f for any f ∈ FΣ. In particular, FΣ ⊆ L2(Σ, µ). Moreover,

FΣ = {f |f ∈ L2(Σ, ν),
∑
x∈T

λx

2ν(Σx)

∑
y,z∈S(x)

ν(Σy)ν(Σz)
(
(f)y − (f)z

)2
< +∞},

and, for any f, h ∈ FΣ,

EΣ(f, h) =
∑
x∈T

λx

2ν(Σx)

∑
y,z∈S(x)

ν(Σy)ν(Σz)
(
(f)y − (f)z

)(
(h)y − (h)z

)
(5.1)

Proof. Let u ∈ F ∩ H(T,C) and let f = Bu. Note that f ∈ L2(Σ, µ). By
Theorem 4.6, {Mmu}m≥0 is a martingale converging to f . Hence Mmu = Ωmf .
Hence Ωf = Mu. Theorem 5.3 implies M−1Ωf = HBu = u. Next let f ∈
FΣ and let u = Hf . Then by Theorem 5.4, Mmu = Ωmf . Therefore by
Theorem 4.6, we see that f = Bu = BHf . In particular we have shown that
B(F ∩ H(T,C)) = FΣ, H(FΣ) = F ∩ H(T,C) and F ⊆ L2(Σ, ν). The rest of
the statement are immediate from Theorem 4.5 and (4.6).
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Definition 5.5. For ω, τ ∈ Σ with ω 6= τ , define N(ω, τ) = max{n|[ω]n = [τ ]n}
and [ω, τ ] = [ω]N(ω,τ). We use [ω, τ ]m to denote [[ω, τ ]]m.

Using Theorem 5.4, we may realize aspects of the nature of the quadratic
form (EΣ,FΣ) as follows.

Theorem 5.6. (1) (EΣ,FΣ) is a regular Dirichlet form on L2(Σ, ν).
(2) Define J : (Σ × Σ)\∆ → [0,∞) by

J(ω, τ) =
1
2

(
λφ +

N(ω,τ)−1∑
m=0

λ[ω,τ ]m+1 − λ[ω,τ ]m

ν(Σ[ω,τ ]m+1)

)
(5.2)

for any ω, τ ∈ Σ with ω 6= τ , where ∆ = {(ω, ω)|ω ∈ Σ}. Then

FΣ =
{

u
∣∣∣u ∈ L2(Σ, ν),

∫
Σ×Σ

J(ω, τ)(u(ω) − u(τ))2ν(dω)ν(dτ) < +∞
}

and, for any u, v ∈ FΣ,

EΣ(u, v) =
∫

Σ×Σ

J(ω, τ)(u(ω) − u(τ))(v(ω) − v(τ))ν(dω)ν(dτ).

J(ω, τ) is called the jump kernel of (EΣ,FΣ).
(3) Let LΣ be the non-negative self-adjoint operator on L2(Σ, ν) associated with
(EΣ,FΣ) on L2(Σ, ν). Define

Ex =
{
ϕ
∣∣ϕ =

∑
y∈S(x)

ayχΣy ,
∑

y∈S(x)

ay/ρy = 0
}

for x ∈ T . Then Ex is contained in the domain of LΣ and LΣϕ = λxϕ for any
ϕ ∈ Ex. Moreover, let {ϕx,i}i=1,...,#(S(x))−1 be a orthonormal base of Ex with
respect to L2(Σ, ν)-inner product. Then {χΣ, ϕx,i|x ∈ T, i = 1, . . . , #(S(x))−1}
is a complete orthonormal system of L2(Σ, ν).

Remark. By Lemma 4.2, J(ω, τ) > 0 for any (ω, τ) ∈ (Σ × Σ)\∆.

We will prove Theorem 5.6 in Section 10 as a special case of generalized
framework.

The rest of this section is devoted to proving Theorem 5.3.

Lemma 5.7. Let φx = (x0, . . . , xn), where x0 = φ and xn = x. Then

ν(Σx) = ηx
x0

· · · ηx
xn−2

×
Rx

xn−1

Rx
xn−1

+ Rx0
x + rxn−1xn

(5.3)

Proof. We use induction in |x|. First if |x| = 1, then by Theorem 3.8, ν(Σx) =
Rφ/ρx. Since (Rφ)−1 = (rφx +Rx)−1 +(Rx

φ)−1, we have ν(Σx) = Rx
φ/(Rx

φ +ρx).
This implies (5.3) in this case. Now it is enough to show that

My =
Rπ(y)

ρy
Mπ(y) (5.4)
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z ,Cx
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y ,Cx
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I(T0,C0)
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z rzx rxy Rx

y

τx

τz = Rx
z + rzx τy = Rx

y + rxy

Figure 4: Calculation of My/Mx

for any y ∈ T with |y| ≥ 2, where My is the right-hand side of (5.3). Let
x = π(y) and z = π(x). Then,

My

Mx
=

Ry
z

Ry
z + rzx

Ry
x

Ry
x + Rx

y + rxy
× Rx

z + Rz
x + rzx

Rx
z

. (5.5)

Note that Ry
z = Rx

z . Define T0 = {x}∪(T\(T z
x∪T y

x )) and let C0 be the restriction
of C onto T0. Set τx = Rx(T0, C0), i.e. τx is the resistance between x and the
infinity I(T0,C0). Set τy = rxy + Rx

y and τz = rzx + Rx
z . (See Figure 4. Three

infinities I(T0,C0), I(T x
y ,Cx

y ) and I(T x
z ,Cx

z ) are identified as the infinity I(T,C).) Then
it follows that Ry

x = τxτz/(τz + τx) and Rz
x = τyτx/(τy + τx). Applying these to

(5.5), we have My/Mx = τx/(τy + τx). Since Rx = τxτy/(τx + τy) and τy = ρy,
(5.4) follows.

Theorem 5.8. Define T# = T\{φ}. For any (x, y) ∈ T# × T̂ ,

K(x, y) = ηxK(π(x), y) + (1 − ηx)
1

ν(Σx)
χ

bTx
(y).

Proof. Let φx = (x0, . . . , xn−1, xn) where x0 = φ and xn = x. Write z =
xn−1(= π(x)). If x /∈ T̂x, then Theorem 3.13 yields K(x, y) = ηxK(z, y).
Suppose x ∈ T̂x. Again by Theorem 3.13,

K(x, y) = (ηx
z )−1K(z, y) = ηxK(z, y) +

(
(ηx

z )−1 − ηx

)
K(z, y)

= ηxK(z, y) +
(Rx

z + rzx

Rx
z

− Rz
x

Rz
x + rzx

)
K(z, y)

= ηxK(z, y) + (1 − ηx)
Rx

z + Rz
x + rzx

Rx
z

(ηx
φηx

x1
· · · ηx

xn−2
)−1

Now Lemma 5.7 implies K(x, y) = ηxK(z, y) + (1 − ηx)/ν(Σx).
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Corollary 5.9. For any f ∈ L1(Σ, ν),

(Hf)x) =

{
(f)φ =

∫
Σ

fdν if x = φ,

ηx(Hf)(π(x)) + (1 − ηx)(f)x if x 6= φ.
(5.6)

Moreover, let f, u ∈ L1(Σ, ν). If H(f)(x) = H(u)(x) for any x ∈ T , then
f(ω) = u(ω) for ν-almost every ω ∈ Σ.

Proof. (5.6) is direct from Theorem 5.8. Using (5.6) inductively, we see that
(f)x = (u)x for any x ∈ T . Therefore, f(ω) = u(ω) for ν-a. e. ω ∈ Σ.

Proof of Theorem 5.3. Let f ∈ L1(Σ, µ) and let u = Hf . (5.6) shows Mu = Ωf .
Since M is invertible by Proposition 4.4-(1), we have H = M−1 ◦ Ω.

6 Intrinsic metric and volume doubling prop-
erty

In the last section, we have introduced {Dx}x∈T and shown that Dxn is mono-
tonically decreasing if ω = (x0, x1, . . .) ∈ Σ. In this section, we construct an
ultra-metric d on Σ where the diameter of Σx equals to Dx for any x ∈ T and
provide a simple condition which is equivalent to the volume doubling property
of ν with respect to this ultra-metric d. The ultra-metric d will turn out to
be suitable for describing asymptotic behaviors of the Hunt process associated
with the regular Dirichlet form (EΣ,FΣ) on L2(Σ, ν) in the next section.

In this section, (T,C) is a transient tree. We assume that (T x
y , Cx

y ) is tran-
sient for any x, y ∈ T . We fix a reference point φ ∈ X and use the same notation
as in the previous sections. To avoid nonessential complications, we further as-
sume that #(S(x)) ≥ 2 for any x ∈ T . Even without this assumption, the
statements in this and following sections, except Corollary 7.9, hold with minor
modification. This assumption implies the following proposition.

Proposition 6.1. (Σ,OΣ) has no isolated point and is a Cantor set, i.e. com-
pact, perfect and totally disconnected.

To describe the next theorem, we use the notations from Definition 2.6.
Recall that F∗ = (C0(T ))Eφ

+ R and that g∗ is the symmetrized Green function
of (T,C).

Theorem 6.2. (1) g∗(φ, x) = Dx for any x ∈ T .
(2)

∑
x∈Wn

ν(Σx)Dx → 0 as n → ∞.
(3) D[ω]n → 0 as n → ∞ for ν-almost every ω ∈ Σ.

We have an example of (T,C) where limn→∞D[ω]n > 0 for some ω ∈ Σ in
Section 12.

Proof. (1) Define ψ(x) = g∗(φ, x). Then ψ is a {φ, I}-harmonic function with
boundary value ψ(φ) = Rφ and ψ(I) = 0. Let (Em,Fm) be the trace of (E ,F∗)
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on Tm ∪ {I}, where Tm = ∪m
n=0Wm and let Lm be the associated discrete

Laplacian on Wm ∪ {I}. Note that ψ|Tm∪{I} is also a {φ, I}-harmonic function
with respect to (Em,Fm). Hence, for x ∈ Wm,

Lmψ(x) =
ψ(π(x)) − ψ(x)

rx
+

ψ(φ) − ψ(x)
Rx

= 0

Since ψ(φ) = 0, we obtain ψ(x)/ψ(π(x)) = Dx/Dπ(x) by (4.2). As ψ(φ) = Rφ =
Dφ, this implies ψ(x) = Dx on Wm for any m ≥ 0 inductively.
(2) Let (Em, `(Tm)) be the resistance form on a finite set Tm associated with
(Tm, C|Tm

) and let Hm be the associated (discrete) Laplacian. Then by (4.2)

Em(ψ,ψ) = −
∑

x∈Tm

ψ(x)(Hmψ)(x)

= −Rφ

∑
y∈S(φ)

Dy − Dφ

ry
−

∑
x∈Tm

Dx

Dπ(x) − Dx

rx
= Rφ −

∑
x∈Tm

Dxν(Σx). (6.1)

Note that Em(ψ,ψ) → E(ψ,ψ) = Rφ as m → ∞. Hence by (6.1), we have
desired result.
(3) Define ψn : Σ → R by ψn =

∑
x∈Wn

DxχΣx . By (4.2), ψn is positive and
monotonically decreasing as n → ∞. By (2),∫

Σ

ψn(ω)ν(dω) =
∑

x∈Tm

Dxν(Σx) → 0

as n → ∞. This immediately implies that ψn(ω) → 0 as n → ∞ for ν-almost
every ω ∈ Σ. Since ψn(ω) = D[ω]n , we have completed our proof.

Now we define an ultra-metric on the Cantor set Σ by means of Dx.

Definition 6.3. Define d(ω, τ) = D[ω,τ ] for ω 6= τ ∈ Σ and d(ω, ω) = 0 for any
ω ∈ Σ.

Proposition 6.4. (1) d(·, ·) is a metric on Σ. Moreover it is an ultra-metric,
i.e., for any ω, τ, η ∈ Σ,

max{d(ω, τ), d(τ, η)} ≥ d(ω, τ). (6.2)

(2) maxτ∈Σ d(ω, τ) = Rφ for any ω ∈ Σ.
(3) Define B(ω, r) = {τ |d(ω, τ) < r} for any ω ∈ Σ and r > 0. B(ω, r) = Σ[ω]n

if and only if D[ω]n < r ≤ D[ω]n−1 .
(4) The identity from (Σ, d) to (Σ,OΣ) is continuous. Moreover, (Σ, d) is
homeomorphic to (Σ,OΣ) if and only if D[ω]n → 0 as n → ∞ for any ω ∈ Σ.

Proof. (1) It is enough to show (6.2), which implies the triangle inequality.
Other properties of metric are immediate. If T[ω,η] ⊆ T[ω,τ ], then multiple ap-
plications of (4.2) show that d(ω, η) < d(ω, τ). Hence we have (6.2). Otherwise,
d(ω, η) = d(τ, η) and (6.2) holds.
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(2) For any ω ∈ Σ, we may choose τ ∈ Σ so that [ω, τ ] = φ. Then d(ω, τ) =
Dφ = Rφ.
(3) Fix ω ∈ Σ. Then d(ω, τ) ∈ {D[ω]m |m ≥ 0}. Moreover, d(ω, τ) < D[ω]n−1 ⇔
d(ω, τ) ≤ D[ω]n ⇔ τ ∈ Σ[ω]n . Therefore, B(ω, r) = Σ[ω]n if and only if
D[ω]n < r ≤ D[ω]n−1 .
(4) Note that {Σx}x∈T is a fundamental system of neighborhoods of OΣ. For
any x ∈ T#, choose ω ∈ Σx. If r = Dx, then B(ω, r) = Σx. Hence Σx is open
with respect to (Σ, d) for any x ∈ T . This implies the continuity of the identity
from (Σ, d) to (Σ,OΣ). Assume that D[ω]n → 0 as n → ∞ for any ω ∈ Σ.
Let U be an open set with respect to (Σ, d). For any ω ∈ U , B(ω, r) ⊆ U for
some r > 0. By the assumption, there exists n such that D[ω]n < r and hence
Σ[ω]n ⊆ U . Therefore, U is an open set with respect to OΣ. This shows that
(Σ, d) and (Σ,OΣ) are homeomorphic.

Finally assume D[ω]n → D > 0 for some ω ∈ Σ. If 0 < r < D, then
B(ω, r) = {ω}. Therefore {ω} is an open set with respect to (Σ, d). On the
other hand, {ω} /∈ OΣ by Proposition 6.1. Hence (Σ, d) is not homeomorphic
to (Σ,OΣ).

The following theorem gives necessary and sufficient condition for ν to have
the volume doubling property with respect to the metric d.

Theorem 6.5. ν has the volume doubling property with respect to d, i.e., there
exists c > 0 such that ν(B(x, 2r)) ≤ cν(B(x, r)) for any x ∈ Σ and any r > 0,
if and only if the following two conditions (EL)ν and (D) hold:
(EL)ν : There exists c1 ∈ (0, 1) such that c1 ≤ ν(Σx)/ν(Σπ(x)) for any x ∈ T#.
(D): There exist m ≥ 1 and α ∈ (0, 1) such that D[ω]n+m

≤ αD[ω]n for any
n ≥ 0 and any ω ∈ Σ.

By the condition (D), D[ω]n → 0 for any ω ∈ Σ if ν has the volume doubling
property with respect to d. Also the number of neighboring vertices is shown
to be uniformly bounded under the volume doubling property as follows.

Proposition 6.6. If (EL)ν hold, then supx∈T,y∈S(x) ν(Σy)/ν(Σx) < 1 and
supx∈T #(S(x)) < +∞.

Proof. If #(S(x)) > 1, then c1 ≤
∑

z∈S(x),z 6=y ν(Σz)/ν(Σx) = 1− ν(Σy)/ν(Σx).
Hence ν(Σy)/ν(Σx) ≤ 1 − c1. Moreover, c1#(S(x)) ≤

∑
y∈S(x) ν(Σy)/ν(Σx) =

1. This shows #(S(x)) ≤ 1/c1.

The following alternative definition of the volume doubling property is some-
times useful.

Proposition 6.7. ν has the volume doubling property with respect to d if and
only if there exist c > 0 and α ∈ (0, 1) such that ν(B(ω, r)) ≤ cν(B(ω, αr) for
any ω ∈ Σ and any r ∈ (0, Rφ].

Proof of Theorem 6.5. Assume the volume doubling property. Then,

ν(B(ω,D[ω]n + ε)) ≤ cν(B(ω,D[ω]n/2 + ε/2))
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Choose ε so that D[ω]n +ε < D[ω]n−1 and D[ω]n/2+ε/2 ≤ D[ω]n . Proposition 6.4-
(3) shows ν(Σ[ω]n) ≤ cν(B(ω,D[ω]n)) = cν(Σ[ω]n+1). If x ∈ T and any y ∈ S(x),
then x = [ω]n and y = [ω]n+1 for some ω ∈ Σ. Hence 1/c ≤ ν(Σy)/ν(Σx).
Thus we have (EL)ν . By Proposition 6.6, there exists γ ∈ (0, 1) such that
ν(Σy)/ν(Σx) ≤ γ for any x ∈ T and any y ∈ S(x). Choose m ≥ 1 so that
γm < 1/c. For any ω ∈ Σ, we have

ν(B(ω,D[ω]n+m
)) = ν(Σ[ω]n+m+1) ≤ γmν(Σ[ω]n+1) = γmν(B(ω,D[ω]n).

Using the volume doubling property, we obtain
1
c
ν(B(ω, 2D[ω]n+m

)) ≤ ν(B(ω,D[ω]n+m
)) ≤ γmν(B(ω,D[ω]n).

Hence D[ω]n+m
≤ D[ω]n/2. Thus we have (D).

Conversely, we assume (EL)ν and (D). If D[ω]n < r ≤ D[ω]0 = Rφ, then we
may choose k ≤ n such that D[ω]k < r ≤ D[ω]k−1 . Since D[ω]k+m

≤ αD[ω]k < αr,
we have ν(Σ[ω]k+m

) ≤ ν(B(ω, αr)). On the other hand, by (EL)ν , ν(Σ[ω]k+m
) ≥

(c1)mν(Σ[ω]k) = (c1)mν(B(ω, r)). Thus ν(B(ω, r) ≤ cν(B(ω, αr)) for any r >

D[ω]n , where c = (c1)−(m+1). By Proposition 6.7, we have the volume doubling
property of ν with respect to d.

7 Asymptotic behaviors of the process

In this section, we study the asymptotic behavior of the heat kernel (transition
density), the jump kernel J(·, ·) and moments of displacement associated with
the Dirichlet form (EΣ,FΣ) on L2(Σ, ν) under the assumption that ν is volume
doubling with respect to d. As in the last section, (T,C) is a transient tree,
(T x

y , Cx
y ) is assumed to be transient for any x, y ∈ T . We fix a reference point

φ. Moreover, we continue to assume that #(S(x)) ≥ 2 for any x ∈ T . All the
statements except Corollary 7.9, however, will hold without this assumption.

Making use of Theorem 5.6, we have a formal expression of a heat kernel
associated with the Dirichlet form (EΣ,FΣ) on L2(Σ, ν) as follows:

p(t, ω, τ) = 1 +
∑
x∈T

e−λxt

#(S(x))−1∑
j=1

ϕx,j(ω)ϕx,j(τ). (7.1)

By Lemma 7.1 below,
#(S(x))−1∑

j=1

ϕx,j(ω)ϕx,j(τ) =
∑

y∈S(x)

1
ν(Σy)

χΣy (ω)χΣy (τ) − 1
ν(Σx)

χΣx(ω)χΣx(τ).

Combining this with (7.1), we obtain

p(t, ω, τ) =


1 +

∞∑
n=0

( 1
ν(Σ[ω]n+1)

− 1
ν(Σ[ω]n)

)
e−λ[ω]n t if ω = τ ,

N(ω,τ)∑
n=0

1
ν(Σ[ω,τ ]n)

(
e−λ[ω,τ]n−1 t − e−λ[ω,τ]n t

)
if ω 6= τ ,

(7.2)
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where we define λ[ω]−1 = 0 and write [ω, τ ]n = [[ω, τ ]]n. If we allow ∞ as a value,
p(t, ω, τ) is well-defined on (0,∞) × Σ2 through (7.2). The value ∞ may occur
on the diagonal. Also, by (7.2), p(t, ω, τ) is continuous on (0,∞)×

(
(Σ×Σ)\∆

)
,

where ∆ is the diagonal.
The following lemma is shown by using induction in n.

Lemma 7.1. Let V = {1, . . . , n} and let µ : V → (0,+∞). Define an inner-
product (·, ·)µ of `(V ) by (u, v)µ =

∑
k∈V µ(k)u(k)v(k) for any u, v ∈ `(V ). If

(ϕ1, . . . , ϕn−1) is a orthonormal base of Lµ = {u|u ∈ `(V ), (u, χV )µ = 0} with
respect to (·, ·)µ, then

n−1∑
i=1

ϕi(k)ϕi(m) =
n∑

j=1

χj(k)χj(m)
µ(j)

− 1∑n
j=1 µ(j)

=
δkm

µ(k)
− 1∑n

j=1 µ(j)
,

where δkm is the Kronecker delta.

In fact, the “formal” heat kernel p(t, ω, τ) is shown to be a transition density
of a Hunt process associated with the regular Dirichlet form (EΣ,FΣ) under a
suitable assumption.

Proposition 7.2. Assume that limn→∞ D[ω]n = 0 for any ω ∈ Σ. Define
pt,ω(τ) = p(t, ω, τ) for any ω, τ ∈ Σ and any t > 0. Then∫

Σ

pt,ωdν = 1 and
∫

Σ

pt,ωps,τdν = p(t + s, ω, τ) (7.3)

for any ω, τ ∈ Σ with ω 6= τ and any t, s > 0. In particular, define (ptu)(ω) =∫
Σ

pt,ωudν for any Borel measurable bounded function u : Σ → R. Then {pt}t>0

is a Markovian transition function in the sense of [8, Section 1.4].

Proof. If ω 6= τ , then

p(t, ω, τ) =
∑
n≥0

e−λ[ω]n−1 t − e−λ[ω]n t

ν(Σ[ω]n)
χΣ[ω]n

(τ) (7.4)

Note that this is an infinite sum of non-negative functions. Using (7.4), we
obtain (7.3) by a routine but careful calculation. The fact that {pt}t>0 is a
Markovian transition function is immediate from (7.3).

By this proposition, if limn→∞ D[ω]n = 0 for any ω ∈ Σ, then (ptu)(ω) =
(Ttu)(ω) for ν-a.e. ω ∈ Σ, where {Tt}t>0 is the strongly continuous semigroup
on L2(Σ, ν) associated with the Dirichlet form (EΣ,FΣ) on L2(Σ, ν). Moreover,
we have the following theorem.

Theorem 7.3. If limn→∞ D[ω]n = 0 for any ω ∈ Σ, then there exists a Hunt
process ({Xt}t>0, {Pω}ω∈Σ) on Σ whose transition density is p(t, ω, τ), i.e.

Eω(f(Xt)) =
∫

Σ

p(t, ω, τ)f(τ)ν(dτ)

for any ω ∈ Σ and any Borel measurable bounded function f : Σ → R, where
Eω(·) is the expectation with respect to Pω.
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Note that the Hunt process ({Xt}t>0, {Pω}ω∈Σ) is naturally associated with
the Dirichlet form (EΣ,FΣ) on L2(Σ, ν).

The essence of the proof of Theorem 7.3 is to show that the transition func-
tion {pt}t>0 is a Feller transition function. Namely we are going to prove that
pt(C(Σ)) ⊆ C(Σ) and ||ptu − u||∞ → 0 as t ↓ 0 for any u ∈ C(Σ), where C(Σ)
is the collection of continuous functions on Σ.

Lemma 7.4. Let Cm = {
∑

x∈Wm
axχΣx |ax ∈ R for any x ∈ Wm} and let C =

∪m≥0Cm. Then ||ptu − u||∞ → 0 as t ↓ 0 for any u ∈ C.

Proof. For any u ∈ Cm, by using an inductive argument, it follows that

u = c +
m∑

k=1

∑
x∈Wk

#(S(x))−1∑
i=1

bx,iϕx,i.

(See Lemma 10.2 for details.) This implies

ptu = c +
m∑

k=1

∑
x∈Wk

#(S(x))−1∑
i=1

e−λxtbx,iϕx,i.

Hence there exists c > 0 such that ||ptu − u||∞ ≤ c(1 − e−λφt).

Proof of Theorem 7.3. Let ω, ξ ∈ Σ and let N = N(ω, ξ). Then by (7.4),

|p(t, ω, τ) − p(t, ξ, τ)|

=
∑
n>N

(
e−λ[ω]n−1t − e−λ[ω]n t

ν(Σ[ω]n)
χΣ[ω]n

(τ) +
e−λ[ξ]n−1t − e−λ[ξ]n t

ν(Σ[ξ]n)
χΣ[ξ]n

(τ)

)

Since limn→∞ D[ω]n = 0 for any ω ∈ Σ, we have∫
Σ

|pt,ω − pt,ξ|dν = 2e−λ[ω,ξ]t

Hence if u is a bounded Borel measurable function on Σ, then

|(ptu)(ω) − (ptu)(ξ)| ≤ 2e−λ[ω,ξ]t||u||∞.

Again by the fact that limn→∞ D[ω]n = 0 for any ω ∈ Σ, we see ptu ∈ C(Σ). In
particular pt(C(Σ)) ⊆ C(Σ).

Let u ∈ C(Σ) and fix ε > 0. Then there exist m ≥ 0 and um ∈ Cm such that
||u − um||∞ < ε/3. By Lemma 7.4,

||ptu − u||∞ ≤ ||ptu − ptum||∞ + ||ptum − um||∞ + ||u − um||∞ < ε

for sufficiently small t > 0. Hence ||ptu − u||∞ → 0 as t ↓ 0. Thus {pt}t>0 is
a Feller transition function. Then by [8, Theorem A.2.2], (see also [2, Theo-
rem I.9.4]), we obtain the desired statement.

29



Without any further assumptions, p(t, ω, τ) satisfies the following estimates.

Proposition 7.5. (1) For any ω ∈ Σ and any t > 0,

p(t, ω, ω) ≥ 1
e

1
ν(B(ω, t))

(7.5)

(2) If 0 < t ≤ d(ω, τ), then

p(t, ω, τ) ≤ t

d(ω, τ)ν(Σ[ω,τ ])
. (7.6)

Proof. (1) If D[ω]n < t ≤ D[ω]n−1 for some n ≥ 1, then t/D[ω]m ≤ 1 for m =
0, 1, . . . , n − 1. Hence

p(t, ω, ω) ≥ 1 +
n−1∑
m=0

( 1
ν(Σ[ω]m+1)

− 1
ν(Σ[ω]m)

)
e−1 ≥ 1

eν(Σ[ω]n)
.

By Proposition 6.4-(3), it follows that ν(Σ[ω]n) = ν(B(ω, t)). Hence we have
(7.5) for t ∈ (0, Rφ]. For t ≥ Rφ, B(ω, t) = Σ and hence p(t, ω, ω) ≥ 1 ≥ e−1 =
e−1/ν(B(ω, t)).
(2) Write N = N(ω, τ), λn = λ[ω]n , Dn = D[ω]n and νn = ν(Σ[ω]n). Then
d(ω, τ) = DN . By letting f(t) = p(t, ω, τ), (7.2) implies

f ′(t) =
N∑

n=0

λne−λnt − λn−1e
−λn−1t

νn
,

f ′′(t) =
N∑

n=0

(λn−1)2e−λn−1t − (λn)2e−λnt

νn
,

where λ−1 = 0. Since λn−1t ≤ λnt ≤ DN/Dn ≤ 1, we see that f ′(t) ≥ 0 and
f ′′(t) ≤ 0 for any t ∈ [0, DN ]. Hence

f ′(DN )t ≤ f(t) ≤ f ′(0)t (7.7)

for any t ∈ [0, DN ]. (7.7) along with

f ′(0) =
N−1∑
n=0

λn

( 1
νn

− 1
νn+1

)
+

λN

νN
≤ 1

DNνN
=

1
d(ω, τ)ν(Σ[ω,τ ])

shows (7.6) for any t ∈ (0, d(ω, τ)].

The volume doubling property of ν yields two-sided estimates of p(t, ω, τ)
and J(ω, τ). Note that under the volume doubling property of ν, we have
limn→∞ D[ω]n = 0 for any ω ∈ Σ by Theorem 6.5.
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Theorem 7.6. Suppose ν has the volume doubling property with respect to d.
(1) p(t, ω, τ) is continuous on (0,∞) × Σ × Σ. Define

q(t, ω, τ) =


t

d(ω, τ)ν(Σ[ω,τ ])
if 0 < t ≤ d(ω, τ),

1
ν(B(ω, t))

if t > d(ω, τ).

Then
p(t, ω, τ) ³ q(t, ω, τ) (7.8)

on (0,∞) × Σ × Σ.
(2) For any (ω, τ) ∈ (Σ × Σ)\∆,

J(ω, τ) ³ 1
d(ω, τ)ν(Σ[ω,τ ])

. (7.9)

The proof of this theorem is given at the end of this section.
The heat kernel estimate (7.8) can be thought of as a generalized version

of the counterpart in [4], where ν is supposed to satisfy the uniform volume
doubling property: i.e. ν(B(x, r)) ³ f(r) for any r > 0 and f(r) has the
doubling property. In this paper, however, we do not require the uniform volume
doubling property.

The following proposition gives an alternative expression for q(t, ω, τ).

Proposition 7.7. For any t > 0 and any ω, τ ∈ Σ,

q(t, ω, τ) = min
{ t

d(ω, τ)ν(Σ[ω,τ ])
,

1
ν(B(ω, t))

}
.

The above proposition is immediate from the following lemma.

Lemma 7.8. tν(B(ω, t)) ≤ d(ω, τ)ν(Σ[ω,τ ]) if and only if t ≤ d(ω, τ).

Proof. Assume 0 < t ≤ Dφ = Rφ. Then D[ω]n < t ≤ D[ω]n−1 for some n ≥ 1.
By Proposition 6.4-(3), B(ω, t) = Σ[ω]n . If t ≤ d(ω, τ), then N(ω, τ) ≤ n−1 and
hence tν(Σ[ω]n) ≤ d(ω, τ)ν(Σ[ω,τ ]). Otherwise, t > d(ω, τ) implies N(ω, τ) ≤ n.
Therefore, tν(Σ[ω]n) > d(ω, τ)ν(Σ[ω,τ ]).

Next assume t > Dφ. Then B(ω, t) = Σ and t > d(ω, τ). Hence tν(Σ[ω]n) >
d(ω, τ)ν(Σ[ω,τ ]).

Next we have estimate of moments of the displacement. In the following
corollary, the assumption that #(S(x)) ≥ 2 for any x ∈ T is essential.

Corollary 7.9. Suppose that ν has the volume doubling property with respect
to d. Then

Eω(d(ω,Xt)γ) ³


t if γ > 1,
t(| log t| + 1) if γ = 1
tγ if 0 < γ < 1.

(7.10)

for any ω ∈ Σ and any t ∈ (0, 1].
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Note that we have an extra log-term when γ = 1 and the saturation of the
power for γ > 1. Those are due to the slow polynomial decay of the off-diagonal
part of p(t, ω, τ) with respect to the space variable ω. See the discussion after
Theorem 14.1 for details. Corollary 7.9 is a special case of Theorem 14.1, which
shows that the above behavior of moments of displacement occurs whenever
p(t, ω, τ) enjoys certain type of heat kernel estimate as we have in Theorem 7.6.

Proof. Let us verify all the assumptions of Theorem 14.1 with X = Σ, µ = ν and
φ(r) = r. Theorem 7.3 suffices to show the assumption (1) in Section 14. By
Proposition 6.6, there exist c1, c2, c3 ∈ (0, 1) and R > 0 such that c1ν(B(ω, r)) ≤
ν(B(ω, c3r) ≤ c2ν(B(ω, r)) for any ω ∈ Σ and any r ∈ (0, R]. Hence we have
(14.1). Theorem 7.6 implies (14.2). Therefore, we may apply Theorem 14.1 and
obtain the above corollary.

The rest of this section is devoted to showing Theorem 7.6.

Proof of Theorem 7.6-(1). Combining (7.1) and Lemma 7.1, we have

p(t, ω, τ) = 1+
∑
n≥0

e−λ[ω]n t
( 1

ν(Σ[ω]n+1)
χΣ[ω]n+1

(τ)− 1
ν(Σ[ω]n)

χΣ[ω]n
(τ)

)
. (7.11)

Note that every term in the sum is continuous on (0,∞) × Σ × Σ.
On the other hand, by Theorem 6.5, the volume doubling property implies

that there exist α ∈ (0, 1) and c > 0 such that

ν(Σ[ω]n) ≥ αn and D[ω]n ≤ cαn

for any ω ∈ Σ and any n ≥ 0. Hence the absolute value of each term in (7.11)
is no greater than c′α−ne−c−1α−nT on [T,∞)×Σ×Σ. Since the infinite sum of
these terms is convergent, the infinite sum in (7.11) is uniformly convergent on
[T,∞)×Σ×Σ by the Weierstrass M-test. Therefore, p(t, ω, τ) is continuous on
(0,∞) × Σ × Σ.

Proof of Theorem 7.6-(2). We use the notations in the proof of Proposition 7.5.
By Theorem 6.5, there exist α ∈ (0, 1) and M ∈ N such that

αmνn ≤ νn+m (EL)ν

Dn+M ≤ αDn (D)

for any n and m. Choosing suitable α ∈ (0, 1) and c > 0, we also have

Dn+m ≤ cαmDn (D)’

for any n and m. Note that α, c and M are independent of ω ∈ Σ.
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The upper estimate for 0 < t ≤ d(ω, τ) is immediate by Proposition 7.5-(2).
Lower estimate for 0 < t ≤ d(ω, τ): Assume that M ≤ N + 1. By (EL)ν ,

f ′(DN ) ≥
N∑

n=N−M+1

λne−λnDN − λn−1e
−λn−1DN

νn

≥
N∑

n=N−M+1

αN−n λne−λnDN − λn−1e
−λn−1DN

νN

≥ αM−1

νNDN

(1
e
− DN

DN−M
e
− DN

DN−M

)
.

(7.12)

By (D), we see DN/DN−M ≤ α < 1. Hence

f ′(DN ) ≥ αM−1(e−1 − αe−α)
νNDN

≥ C

νNDN
. (7.13)

Next we consider the case where N + 1 ≤ M . Since D[ω]m+1 < D[ω]m for any
ω ∈ Σ and any m ≥ 0, there exists β ∈ (0, 1) such that D[ω]m+1 ≤ βD[ω]m for
any ω ∈ Σ and any m ≤ M . Note that N − 1 ≤ M and hence DN ≤ βDN−1.
Therefore

f ′(DN ) ≥ λNe−1 − λN−1e
−λN−1DN

νN

≥ 1
νNDN

(1
e
− DN

DN−1
e
− DN

DN−1

)
≥ e−1 − βe−β

νNDN
.

Using this and (7.13), we have the desired lower estimate for 0 < t ≤ d(ω, τ)
from (7.7).
Upper estimate for d(ω, τ) < t: By (7.2), p(t, ω, τ) ≤ p(t, ω, ω). Hence it is
enough to show that p(t, ω, ω) ≤ c/ν(B(ω, t)). Suppose Dm < t ≤ Dm−1. Then

1+
m−1∑
n=0

( 1
νn+1

− 1
νn

)
e−λnt ≤ 1+

m−1∑
n=0

( 1
νn+1

− 1
νn

)
=

1
νm

=
1

ν(B(ω, t))
(7.14)

Let n ≥ m. Then by (D)’, t/Dn ≥ Dm/Dn ≥ c−1αm−n. Also by (EL)ν ,
1/νn+1 − 1/νn ≤ 1/νn+1 ≤ α−(n+1−m)/νm. These imply

∞∑
n=m

( 1
νn+1

− 1
νn

)
e−λnt ≤ α

νm

∞∑
k=0

α−ke−c−1α−k

≤ C

ν(B(ω, t))
. (7.15)

Since C is independent of ω and m, (7.14) and (7.15) yield the upper estimate
for d(ω, τ) < t ≤ D0. If t > D0, then ν(B(ω, t)) = 1. Since

p(t, ω, ω) = 1 +
∞∑

n=0

( 1
νn+1

− 1
νn

)
e−λnt ≤ 1 +

∞∑
n=0

α−(n+1)e−c−1α−n

,
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we have the upper estimate in this case.
Lower estimate for d(ω, τ) < t: If D0 < t, then B(ω, t) = Σ and

p(t, ω, τ) ≥ 1
ν0

(1 − e−λ0t) ≥ 1 − e−1 =
1 − e−1

ν(B(ω, t))
.

Assume d(ω, τ) < t ≤ D0. Then Dm < t ≤ Dm−1 for some m ∈ {1, 2, . . . , N}.
Suppose M ≤ N . Then we may choose k ∈ {0, . . . ,m−1} so that m ≤ k+M ≤
N . By (EL)ν , it follows that νm ≥ αMνn for any n = k, k+1, . . . , k+M . Hence

p(t, ω, τ) ≥
k+M∑

n=k+1

e−λn−1t − e−λnt

νn
≥ αM e−λkt − e−λk+M t

νm
≥ αM e−b − e−a

νm
,

where a = t/Dk+M and b = t/Dk. Using (D), we see that b ≤ 1 ≤ a and
b ≤ αa. Since min{e−b − e−a|b ≤ 1 ≤ a, b ≤ αa} > 0, it follows that p(t, ω, τ) ≥
C ′/ν(B(ω, t)), where C ′ is independent of ω and t.

Finally assume N + 1 ≤ M . As in the proof of the lower estimate for
0 < t ≤ d(ω, τ), we have Dm ≤ βDm−1, where β ∈ (0, 1) is independent of ω
and t. Hence

p(t, ω, τ) ≥ e−λm−1t − eλmt

νm
.

Since t/Dm−1 ≤ 1 ≤ t/Dm and t/Dm−1 ≤ βt/Dm, the similar argument as
above shows p(t, ω, τ) ≥ C ′′/ν(B(ω, t)).

Proof of Theorem 7.6-(3). We continue to use the notations in the proof of
Proposition 7.5. By (5.2),

J(ω, τ) =
1
2

(
λ0 +

N−1∑
m=0

λm+1 − λm

νm+1

)
,

where N = |x|. Note that (EL)ν , (D) and (D)’ in the proof of Theorem 7.6-(2)
hold under the volume doubling property of ν. First we show the lower estimate.
Assume that N ≥ M +1, where M is the constant appearing in (D). By (EL)ν ,
νN−i ≤ α−MνN for 0 ≤ i ≤ M . Hence, by (D),

J(ω, τ) ≥ αM

2

N−1∑
m=N−M

λm+1 − λm

νN
≥ αM (1 − α)λN

2νN
=

αM (1 − α)
2d(ω, τ)ν(Σ[ω,τ ])

.

In case N ≤ M + 1, we may apply the same discussion as in the lower estimate
for d(ω, τ) < t in the proof of Theorem 7.6-(2) and obtain the lower estimate in
this case.

Next by (D)’, it follows that λN−i ≤ cαiλN . This implies

J(ω, τ) ≤ 1
2

N∑
m=0

λm

νN
≤ c(1 + α + . . . + αN )λN

2νN
≤ c

2(1 − α)d(ω, τ)µ(Σ[ω,τ ])
.

Thus we have shown the upper estimate.
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8 Capacity of points and completion under re-
sistance metric

As in the last section, (T,C) is a transient tree and (T x
y , Cx

y ) is assumed to
be transient for any x, y ∈ T . Let (E ,F) and R be the resistance form and
resistance metric on T respectively associated with (T,C).

First we study capacity of a point ω ∈ Σ with respect to the Dirichlet form
(EΣ,FΣ) on L2(Σ, ν). See [8, Section 2.1] for the definition of capacity.

Theorem 8.1. For any x ∈ T ,

Cap(Σx) =
( 1

1 + Dφ
+

|x|−1∑
m=1

r[x]m

(1 + D[x]m−1)(1 + D[x]m)
+

rx + Rx

1 + Dπ(x)

)−1

.

Proof. Fix x ∈ T . Let n = |x| and let Dm = D[x]m , rm = r[x]m , Rm = R[x]m

and νm = ν(Σ[x]m). Define β0 = (1+D0)−1, βm = rm(1+Dm−1)−1(1+Dm)−1

for m = 1, . . . , n − 1 and βn = (rn + Rn)(1 + Dn−1)−1. Furthermore, define
A = (

∑n
m=0 βm)−1, am = A

∑m−1
k=0 βk for m = 1, . . . , n and an+1 = 1. Then

(am+1 − am)νm = βmνmA =
( 1

1 + Dm
− 1

1 + Dm−1

)
A (8.1)

for m = 1, . . . , n − 1 and (an+1 − an)νn = βnνnA = Dn−1(1 + Dn−1)−1A.
Now define ϕ =

∑n−1
m=0 am+1χYm+1 + χΣx , where Ym = Σ[x]m\Σ[x]m+1 . Let

ϕm = (ϕ)[x]m . Then by (8.1),

νmϕm =
n∑

k=m+1

ak(νk−1 − νk) + νn = am+1νm +
Dm

1 + Dm
A. (8.2)

For any u ∈ FΣ, we have

EΣ(ϕ, u) =
n−1∑
m=0

λmνm+1(am+1 − ϕm+1)((u)m − (u)m+1)

(ϕ, u)ν =
n−1∑
n=0

am+1(νm(u)m − νm+1(u)m+1) + νn(u)n,

where (u)m = (u)[x]m . Using (8.1) and (8.2), we obtain

EΣ(ϕ, u) + (ϕ, u)ν = A(u)n.

By [8, Lemma 2.1.1], it follows that Cap(Σx) = EΣ(ϕ,ϕ)−1 = A.

Since any open neighborhood of ω contains Σ[ω]n for sufficiently large n, we
have Cap({ω}) = limn→∞ Cap(Σ[ω]n).
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Corollary 8.2. For any ω ∈ Σ,

Cap({ω}) =
( 1

1 + Dφ
+

∞∑
m=1

r[ω]m

(1 + D[ω]m−1)(1 + D[ω]m)

)−1

. (8.3)

In particular, Cap({ω}) = 0 if and only if
∑

n≥1 r[ω]n = +∞.

Proof. Note that R[ω]m ≤
∑

k≥m+1 r[ω]k . Hence (8.3) follows from Theorem 8.1.
The fact that 0 < D[ω]m < Dφ implies the rest of the statement.

Let T be the completion of T with respect to the resistance metric. Then by
[12, Theorem 2.3.10], (E ,F) can be thought of as a resistance form on T . Write
TR = T\T . Then by [11, Theorem 7.5], we have a resistance form (E|TR

,F|TR
)

on TR which is the trace of the resistance from (E ,F) on TR. The natural
question is if TR = Σ and (EΣ,FΣ) = (E|TR

,F|TR
) or not. In particular, if this

is true, then (EΣ,FΣ) is a resistance form on Σ. In the followings, we identify
TR as the collection of points with positive capacity in Σ, which is denoted by
ΣR, and show that (EΣ,FΣ) is equal to (E|TR

,F|TR
) if ΣR = Σ. Using these

theorems, we will show that both TR = Σ and TR 6= Σ can occur by examples
in the next section.

Theorem 8.3. Define ΣR = {ω|ω ∈ Σ,Cap({ω}) > 0}.
(1) There exists a continuous bijection Ψ : T → T ∪ ΣR such that Ψ|T is an
identity on T and Ψ(TR) = ΣR.
(2) (EΣ,FΣ) is a resistance form on Σ if and only if Σ = ΣR. If Σ = ΣR, then
(E|TR ,F|TR) is identified with (EΣ,FΣ) through Ψ.
(3) If

∑
m≥0 max{rx|x ∈ Wm} < +∞, then Ψ is homeomorphism.

Proof of Theorem 8.3. (1) Let ω ∈ ΣR. Then {[ω]n}n≥0 is an R-Cauchy se-
quence. Denote the R-limit of {[ω]n}n≥0 by Ξ(ω) ∈ T . Since R([ω]n, [τ ]n) ≥
r[ω]N(ω,τ)+1

for n > N(ω, τ), it follows that Ξ : Σ → T is injective. Similar
argument shows that Ξ(ΣR) ⊆ TR = T\T .

Next we show that Ξ(ΣR) = TR. Let x∗ ∈ TR. Choose an R-Cauchy
sequence {xn}n≥1 whose limit is x∗. Since x∗ /∈ T , it follows that |xn| → ∞ as
n → ∞. Set εm = min{1/m, rx|x ∈ ∪m

k=1Wm}. Then there exist {nm}m>0 such
that, for any m ≥ 1, nm < Nm+1 and R(xk, xl) < εm for any k, l ≥ nm. Then
we may choose {ym}m≥1 so that R(ym, xk) < εm and xk ∈ Tym for any k ≥ Nm

and Tym ⊇ Tym+1 for any m ≥ 1. Since Tym is decreasing, there exists ω ∈ Σ
such that ym = [ω]jm for any m ≥ 0. Note that R(ym, x∗) → 0 as m → ∞
and R(ym, ym+1) =

∑jm+1
i=jm+1 r[ω]i . Hence ω ∈ ΣR and Ξ(ω) = x∗. Therefore

Ξ(ΣR) = TR.
Define Ψ : T ∪TR → T ∪Σ by Ψ(x) = x for any x ∈ T and Ψ(x) = Ξ−1(x) for

any x ∈ TR. Let {xn}n≥0 ⊆ T ∪TR. Suppose R(xn, x) → 0 as n → ∞. If x ∈ T ,
then xn = x for sufficiently large n and Ψ(xn) → Ψ(x) as n → ∞. If x ∈ TR,
then we see that N(Ψ(xn),Ψ(x)) → ∞ as n → ∞ and hence Ψ(xn) → Ψ(x) as
n → ∞. Thus we have shown that Ψ is continuous.
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(2) Assume that ΣR = Σ. Let u ∈ F∩H(T,C). Then u is extended to a contin-
uous function on T by [12, Theorem 2.3.10]. Since u([ω]n) → u(Ψ−1(ω)) as n →
∞, it follows that u(Ψ−1(ω)) = (Bu)(ω). Hence identifying TR with Σ through
Ψ, we have Bu = u|TR

. Since EΣ(Bu,Bu) = E(u, u) = E|TR
(u|TR

, u|TR
), we

may identify (EΣ,FΣ) with (E|TR ,F|TR). In particular, (EΣ < FΣ) is a resis-
tance from on Σ.

Conversely, suppose that (EΣ,FΣ) is a resistance form on Σ. Then by [11,
Theorem 8.8], Cap({ω}) > 0 for any ω ∈ Σ. Corollary 8.2 shows that Σ = ΣR.
(3) If

∑
m≥0 max{rx|x ∈ Wm} < +∞, then Ξ is continuous and hence Ψ is

homeomorphism.

9 Example: binary tree

In this section, we are going to illustrate the results obtained in the previous
sections by examples which are (infinite complete) binary trees. Our examples
are divided into two classes. The first class is the collection of self-similar
trees, where the volume doubling property is automatic under the assumption
of transience. The other class is homogeneous trees, through which we will
explore various phenomena when the volume doubling property fails.

Definition 9.1. Let Wm = {1, 2}m for m ≥ 0, where W0 = {φ}. Define W∗ =
∪m≥0Wm. We denote (w1, . . . , wm) as w1 . . . wm. For w1 . . . wm ∈ W∗\W0, de-
fine π(w1 . . . wm) = w1 . . . wm−1 and S(w1 . . . wm) = {w1 . . . wm1, w1 . . . wm2}.
Assume that C : W∗×W∗ → [0,∞) satisfies C(w, v) = C(v, w) and C(w, v) > 0
if and only if π(w) = v or π(v) = w. (W∗, C) is called the (infinite complete)
binary tree.

For binary trees, we always choose φ as the reference point. Then, the
notions π(w), S(w) and Wm are consistent with those defined in Sections 3 and
5. For any (W∗, C), the collection of infinite geodesic rays originated from φ,
Σφ, is identified with the Cantor set {1, 2}N. As a standard metric on Σ, we
introduce d∗(·, ·).

Definition 9.2. Define d∗(ω, τ) = 2−N(ω,τ) for any ω 6= τ ∈ Σ and d∗(ω, τ) = 0
if ω = τ .

First we consider a kind of self-similar binary tree (W∗, CS).

Definition 9.3. Let r1, r2 > 0. For w ∈ W∗, define CS(w,wi) = (rwri)−1,
where rw = rw1 · · · rwm for any w = w1 . . . wm ∈ W∗.

Theorem 9.4. (W∗, CS) is transient if and only if r1r2/(r1 + r2) < 1. In
particular, if r1 = r2 = r, then (W∗, CS) is transient if and only if 0 < r < 2.

Proof. Let ({Xn}n≥0, {Pw}w∈W∗) be the random walk associated with (W∗, CS).
Then Pφ(|Xn+1| = |Xn| + 1||Xn| ≥ 1) = (r1 + r2)/(r1 + r2 + r1r2) = p1 and
Pφ(|Xn+1| = |Xn| − 1||Xn| ≥ 1) = r1r2/(r1 + r2 + r1r2) = p2. Therefore, we
may associate a random walk ({Zn}n≥0, {Qk}k∈N∗) on N∗ = {0, 1, . . .} such that
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Qk(Zn+1 = Zn +1|Zn ≥ 1) = p1 and Qk(Zn+1 = Zn −1|Zn ≥ 1) = p2 if Zn ≥ 1
and Qk(Zn+1 = 1|Zn = 0) = 1. This random walk is transient if and only if
p1 > p2 ⇔ r1r2/(r1 + r2) < 1.

By applying the results in the previous sections, we obtain the following
statements.

Lemma 9.5. Assume that (W∗, CS) is transient.

(1) Rφ =
(r1 + r2

r1r2
− 1

)−1

.

(2) Rw = rwRφ for any w ∈ W∗.
(3) Let ν1 = r2/(r1 + r2) and ν2 = r1/(r1 + r2). Then ν(Σw) = νw1 · · · νwm for
any w = w1 . . . wm ∈ W∗.
(4) Dw = ν(Σw)Rw = (r1r2/(r1 + r2))|w|Rφ for any w ∈ W∗.
(5) ν has the volume doubling property with respect to d(·, ·), where d(·, ·) has
been given in Definition 6.3.

The above lemma shows that d(ω, τ) = D[ω,τ ] = (r1r2/(r1 + r2))N(ω,τ)Rφ.
Hence we have d(ω, τ) = d∗(ω, τ)δRφ for any ω, τ ∈ Σ, where

δ = log
(r1 + r2

r1r2

)
/ log 2.

Combining those with Theorem 7.6, we have the following heat kernel estimate.

Theorem 9.6. Assume that (W∗, CS) is transient. Let p(t, ω, τ) be the associ-
ated heat kernel. Define

q∗(t, ω, τ) =


t

d∗(ω, τ)δν(Σ[ω,τ ])
if 0 < t ≤ d∗(ω, τ)δ,

1
ν(B∗(ω, t1/δ))

if t > d∗(ω, τ)δ.

Then
p(t, ω, τ) ³ q∗(t, ω, τ) (9.1)

on (0,∞)×Σ×Σ, where B∗(ω, r) = {τ |d∗(ω, τ) < r}. In particular, if r1 = r2,
then δ = 1 − log r/ log 2 and we may replace q∗ in (9.1) by

q̃(t, ω, τ) =


t

d∗(ω, τ)δ+1
if 0 < t ≤ d∗(ω, τ)δ,

t−1/δ if t > d∗(ω, τ)δ.

Theorem 9.7. (EΣ,FΣ) is a resistance form on Σ and the associated resistance
metric gives the same topology as OΣ if and only if 0 < r1 < 1 and 0 < r2 < 1.

Proof. Assume that 0 < r1 < 1 and 0 < r2 < 1. Let r = max{r1, r2}. Then
0 < r < 1 and maxx∈Wm rx ≤ rm. By Theorem 8.3, (EΣ,FΣ) is a resistance
form on Σ.

Conversely say r1 ≥ 1. Then by Corollary 8.2, 1111 . . . /∈ ΣR. Now Theo-
rem 8.3 yields the desired conclusion.
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Next we study a class of homogeneous binary trees.

Definition 9.8. Let r(i) > 0 for any i ≥ 0. Define CH(w,wi) = r(|w|)−1 for
any w ∈ W∗ and any i ∈ {1, 2}.

Theorem 9.9. (W∗, CH) is transient if and only if
∑

n≥0 2−(n+1)r(n) < +∞.

Proof. Let us reduce Wm to an single point m ∈ N ∪ {0}. Then the resulting
weighted graph is (N ∪ {0}, C), where C(m,m + 1) = 2m+1/r(m). Hence Rφ =
R0 =

∑
n≥0 r(n)/2(n+1). Since the transience is equivalent to the condition that

R0 < +∞, we have the claim of the theorem.

By the homogeneity of the tree, we can easily see that ν(Σx) = ν(Σy) for
any x, y ∈ Wm. Also the same method as in the proof of the above theorem
gives Rw. As a consequence, we have the followings.

Lemma 9.10. Assume that (W∗, CH) is transient. Then for any w ∈ W∗,

ν(Σw) = 2−|w|, Rw =
∑
n≥0

r(|w| + n)
2n+1

and Dw =
∑

n≥|w|

r(n)
2n+1

. (9.2)

Remark. In [1], M. Baxter studied processes induced on the Cantor set by ho-
mogeneous random walks on the binary tree, which correspond to (W∗, CH) in
our notation. The conditions in [1, Theorem 1], “X reaches the boundary in fi-
nite time” and “any boundary point is regular” are equivalent to the transiency
of (W∗, CH) and that

∑
n≥0 r(n) < +∞ respectively. With several other con-

ditions, he obtained an explicit expression of the Lévy system associated with
the induced process on the Cantor set. Note that by Theorem 8.3 the condition∑

n≥0 r(n) < +∞ implies that the completion of W∗ under the resistance metric
is W∗ ∪ Σ and the induced form (EΣ,FΣ) is the trace of (E ,F) on Σ.

Hereafter, we always assume that (W∗, CH) is transient. By (9.2), Dw only
depends on |w|. For n ≥ 0, we define Dn = Dw and λn = 1/Dn for w ∈ Wn.
Note that {Dn}n≥0 is strictly decreasing and limn→∞ Dn = 0. Conversely, given
a strictly decreasing sequence {Dn}n≥0 with limn→∞ Dn = 0, we may construct
an associated {r(n)}n≥0 by letting r(n) = 2n+1(Dn −Dn+1). By (7.2), we have

p(t, ω, τ) =


1 +

∞∑
n=0

2ne−λnt if ω = τ ,

1 +
N(ω,τ)−1∑

n=0

2ne−λnt − 2N(ω,τ)e−λN(ω,τ)t if ω 6= τ .

(9.3)

From these, if p(T, ω, ω) < +∞ for some T > 0, then p(t, ω, τ) is continuous
on [T,∞)×Σ× Σ. Choosing an appropriate decreasing sequence {Dn}n≥0, we
may obtain a variety of heat kernels with interesting behaviors. For instance,
we have an example where pt,ω(·) = p(t, ω, ·) is getting more and more regular
as t ↑ log 2 as follows.
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Example 9.11. Let Dn = (n + 1)−1 for n ≥ 0. Then

p(t, ω, τ) =

(1 − e−t)
2N+1e−(N+1)t − 1

2e−t − 1
if t 6= log 2,

(N + 1)(1 − e−t) if t = log 2,
(9.4)

where N = N(ω, τ). Define pt,ω by pt,ω(τ) = p(t, ω, τ). Then by (9.2) and (9.4),
for q ≥ 1, pt,ω ∈ Lq(Σ, ν) if and only if (1 − 1/q) log 2 < t. (We regard 1/q as
0 if q = ∞.) In other words, if 0 < t ≤ log 2, then pt,ω ∈ Lq(Σ, ν) for 1 ≤ q <
log 2/(log 2 − t) and p(t, ω, τ) is finite and continuous on (log 2,∞) × Σ × Σ.

To describe the diagonal part p(t, ω, ω), we introduce the eigenvalue counting
function N (λ) of the non-negative definite self-adjoint operator associated with
the Dirichlet from (EΣ,FΣ) on L2(Σ, ν). The eigenvalue counting function N (λ)
is defined as the number of eigenvalues of L which are no greater than λ. By
Theorem 5.6, λn is an eigenvalue with multiplicity 2n and 0 is an eigenvalue
with multiplicity 1. Hence,

N (λ) = 1 +
∑

n:λn≤λ

2n = 2F (λ),

where F is defined by F (λ) = n if and only if λn−1 ≤ λ < λn. (Recall that
λ−1 = 0.) (9.3) yields the next proposition.

Proposition 9.12. For the homogeneous (W∗, CH),

p(t, ω, ω) = t

∫ ∞

0

e−stN (s)ds =
∫ ∞

0

e−sN
(s

t

)
ds

Furthermore, if f : [0,∞) → [0,∞) is a monotonically non-decreasing function
and f(λn) = n + 1 for any n ≥ −1, then for any t > 0,

1
2

∫ ∞

0

e−s2f(s/t)ds ≤ p(t, ω, ω) ≤
∫ ∞

0

e−s2f(s/t)ds.

By using the above proposition, an asymptotic behavior of p(t, ω, ω) as t ↓ 0
may be determined even if the volume doubling property fails as in the next
example.

Example 9.13. Let Dn = (n + 1)−2 for n ≥ 0. Then λn = (n + 1)2. In
this case, ν does not have the volume doubling property with respect to d.
Proposition 9.12 implies that

p(t, ω, ω) ³
∫ ∞

0

e−s2
√

s/tds.

on (0,∞) × Σ. Now, for any c > 0,∫ ∞

0

ec
√

s/t−sds = 1 +
c√
t
exp

(c2

4t

) ∫ ∞

− c
2
√

t

e−y2
dy.
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Hence

p(t, ω, ω) ³ 1 +
1√
t
exp

( (log 2)2

4t

)
on (0,∞)×Σ. Since ν(B(ω, t))−1 ³ 2

√
1/t, the degree of divergence of p(t, ω, ω)

as t ↓ 0 is actually much higher than what is expected by the formula which
holds with the volume doubling property.

10 Generalization and jump kernel

In this section, as a generalization of (EΣ,FΣ), we study a class of Dirichlet
forms and/or closed forms on the space of infinite geodesic rays Σ of a tree as
a non-directed graph.

Let T be a countably infinite set. To give an a priori structure of a tree
as a non-directed graph, we fix an equivalence class with respect to ∼

G
. This is

equivalent to choose φ ∈ T and π : T → T such that π(φ) = φ and, for any
x ∈ T\{φ}, π(n)(x) = φ for some n ≥ 1, where π(n) = π◦ . . . ◦π

n-times
. All the notions

associated with the structure of a tree as a non-directed graph can be derived
from φ and π, for example, T# = T\{φ}, S(x) = {y|π(y) = x},

Tx = {y|y ∈ T, π(n)(y) = x for some n ≥ 0},
Σ = {(xi)i≥0|x0 = φ, π(xi+1) = xi for any i ≥ 0},

Σx = {(xi)i≥0|(xi)i≥0 ∈ Σ, xm = x for some m ≥ 0}.

To avoid unnecessary technical complexity, we assume that 2 ≤ #(S(x)) < +∞
for all x ∈ T . The space Σ is equipped with the canonical topology OΣ which
generated by the basis of open sets {Σx|x ∈ T}. Note that (Σ,OΣ) is compact.

Definition 10.1. (1) Let λ : T → [0,∞) and let µ ∈ MP (Σ), where Mp(Σ)
is the collection of Borel regular probability measures µ on Σ which satisfies
µ(Σx) > 0 for any x ∈ T . Then for Γ = (λ, µ), we define

DΓ =
{

u
∣∣∣u ∈ L2(Σ, µ),∑

x∈T

λ(x)
2µ(Σx)

∑
y,z∈S(x)

µ(Σy)µ(Σz)
(
(u)µ,y − (u)µ,z)2 < +∞

}
,

where (u)µ,x = µ(Σx)−1
∫
Σx

udµ, and

QΓ(u, v) =
∑
x∈T

λ(x)
2µ(Σx)

∑
y,z∈S(x)

µ(Σy)µ(Σz)
(
(u)µ,y − (u)µ,z)((v)µ,y − (v)µ,z)

for any u, v ∈ DΓ.
(2) Define

Ex,µ =
{

f
∣∣∣f =

∑
y∈S(x)

ayχΣy ,

∫
Σ

f(y)µ(dy) = 0
}

.
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Comparing with (5.1), it is apparent that QΓ is a generalization of EΣ. We
are going to show that (QΓ,DΓ) has properties which are analogous to (EΣ,FΣ).

Lemma 10.2. Let ϕ0(ω) = χΣ and let (ϕx,1, . . . , ϕx,M(x)) be an L2(Σ, µ)-
orthonormal base of Ex,µ, where M(x) = #(S(x)) − 1, for any x ∈ T . Then
{ϕ0, ϕx,n|x ∈ T, 1 ≤ n ≤ M(x)} is a complete orthonormal system of L2(Σ, µ).

Proof. Let Cm = {a0ϕ0 +
∑

x∈Tm

∑M(x)
n=1 ax,nϕx,n|a0, ax,n ∈ R} and let C =

∪m≥0Cm. Then C = {
∑k

i=1 αkχΣxk
|k = 0, 1, . . . , x1, . . . , xk ∈ T, α1, . . . , αk ∈

R}. Hence C is dense in C(Σ) with respect to the supremum norm. This
implies that C is dense in L2(Σ, µ). Since {ϕ0, ϕx,n|x ∈ T, 1 ≤ n ≤ M(x)} is
orthonormal, it is a complete orthonormal system.

Theorem 10.3. Let λ : T → [0,∞) and let µ ∈ MP (Σ). Let Γ = (λ, µ). Then

DΓ =
{

u
∣∣∣u ∈ L2(Σ, µ),

∑
x∈T

λ(x)(Prx,µu, Prx,µu)µ

}
, (10.1)

where Prx,µ : L2(Σ, µ) → Ex,µ is the orthogonal projection to Ex,µ with respect
to the inner-product (·, ·)µ of L2(Σ, µ). Moreover, for u, v ∈ DΓ,

QΓ(u, v) =
∑
x∈T

λ(x)(Prx,µu, Prx,µv)µ. (10.2)

In particular, (QΓ,DΓ) is a closed quadratic form on L2(Σ, µ) and

LΓu = λxu

for any x ∈ T and any u ∈ Ex,µ, where LΓ is the nonnegative self-adjoint
operator on L2(Σ, µ) associated with (QΓ,DΓ).

We can also obtain a (formal) expression on the integral kernel p(t, x, y) of
the semigroup e−tLΓ by the same formula as (7.2).

Proof. Let Tm = ∪m
n=0Wn and let

Qm(u, v) =
∑

x∈Tm

λ(x)
2µ(Σx)

∑
y,z∈S(x)

µ(Σy)µ(Σz)((u)y,µ − (u)z,µ)((v)y,µ − (v)z,µ)

for any u, v ∈ L2(Σ, µ). Then

Qm(u, v) =
∑

x∈Tm

λ(x)(Prx,µu, Prx,µv)µ.

Since u ∈ DΓ if and only if Qm(u, u) is convergent as m → ∞, we have (10.1).
The rest follows immediately.

To obtain an alternative expression of QΓ by using an integral kernel, we
define a transformation Φµ and Λµ.
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Definition 10.4. For any x ∈ T , define [x]n = xn for n = 1, 2, . . . ,M , where
M = |x| and (x0, x1, . . . , xM−1, xM ) is the geodesic between φ and x. (Hence
x0 = φ and xM = x.) Let µ be a Borel regular probability measure on Σ. Define
a linear map Φµ : `(T ) → `(T ) and Λµ : `(T ) → `(T ) by

(Φµ(λ))(x) =
1
2

(
λ([x]0) +

|x|−1∑
m=0

λ([x]m+1) − λ([x]m)
µ(Σ[x]m+1)

)
(10.3)

for any λ ∈ `(T ) and any x ∈ T , and

(Λµ(J))(x) = 2J(x)µ(Σx) + 2
|x|−1∑
m=0

J([x]m)
(
µ(Σ[x]m) − µ(Σ[x]m+1)

)
(10.4)

for any J ∈ `(T ) and any x ∈ T .

Simple calculation shows that Λµ is the inverse of Φµ.

Lemma 10.5. Λµ ◦ Φµ = Φµ ◦ Λµ = Identity on `(T ).

Definition 10.6. For J : T → [0,∞), define LJ : (Σ × Σ)\∆ → [0,∞) by
LJ(ω, τ) = J([ω, τ ]) for any ω, τ ∈ Σ with ω 6= τ ,

DJ,µ =
{

u
∣∣∣u ∈ L2(Σ, µ),

∫
Σ2

LJ(ω, τ)(u(ω) − u(τ))2µ(dω)µ(dτ) < +∞
}

and, for any u, v ∈ DJ,µ,

QJ,µ(u, v) =
∫

Σ2
LJ(ω, τ)(u(ω) − u(τ))(v(ω) − v(τ))µ(dω)µ(dτ).

Theorem 10.7. Let Γ = (λ, µ), where λ : T → [0,∞) and µ ∈ MP (Σ). Then
(QΓ,DΓ) is a regular Dirichlet from on L2(Σ, µ) if and only if (Φµ(λ))(x) ≥ 0
for any x ∈ T . Moreover, assume that (Φµ(λ))(x) ≥ 0 for any x ∈ T . Then
DΓ = DΦµ(λ),µ and QΓ(u, v) = QΦµ(λ),µ(u, v) for any u, v ∈ DΓ.

Remark. Define `+(T ) = {u|u : T → [0,∞)}. Then Φµ(λ)(x) ≥ 0 for any x ∈ T
if and only if λ ∈ Λµ(`+(T )).

Before proving Theorem 10.7, we state an immediate corollary which follows
by (10.4) and Lemma 10.5.

Corollary 10.8. Let J : T → [0,∞) and let µ ∈ Mp(Σ). Then (QJ,µ,DJ,µ) is
a regular Dirichlet from on L2(Σ, µ). Moreover, (QJ,µ,DJ,µ) = (QΓ,DΓ), where
Γ = (Λµ(J), µ).

Next two lemmas are needed to prove Theorem 10.7.

Lemma 10.9. Let J : T → [0,∞), let µ ∈ MP (Σ) and let x ∈ T . Then for
any ϕ ∈ Ex,µ and any u ∈ L2(Σ, µ), LJ(ω, τ)(ϕ(ω) − ϕ(τ))(u(ω) − u(τ)) is
µ × µ-integrable on Σ × Σ. Moreover, if λx = (Λµ(J))(x), then∫

Σ×Σ

LJ(ω, τ)(ϕ(ω) − ϕ(τ))(u(ω) − u(τ))µ(dω)µ(dτ) = λx(ϕ, u)µ. (10.5)
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Proof. Define Yx = ∪y,z∈S(x),y 6=zΣy × Σz. Then LJ =
∑

x∈T J(x)χYx
. Let

Ku,v(ω, τ) = LJ(ω, τ)(u(ω) − u(τ))(v(ω) − v(τ)) and let ϕ =
∑

y∈S(x) ayχΣy .
Since

∫
Σ

ϕ(ω)µ(dω) = 0, it follows that
∑

y∈S(x) ayµ(Σy) = 0. We divide
{(ω, τ)|ϕ(ω) 6= ϕ(τ)} into three regions Yx, Σx × (Σ\Σx) and (Σ\Σx) × Σx.
For the first part, since LJ(ω, τ) = J(x) on Yx, Kϕ,u(ω, τ) is integrable on Yx

and ∫
Yx

Kϕ,u(ω, τ)µ(dω)µ(dτ)

=
∑

y,z∈S(x)

(ay − az)
(
µ(Σz)

∫
Σy

u(ω)µ(dω) − µ(Σy)
∫

Σz

u(τ)µ(dτ)
)

= 2µ(Σx)J(x)(ϕ, u)µ.

For the second region, let Ux,m = Σ[x]m\Σ[x]m+1 . Then Σ\Σx = ∪|x|−1
m=0 Ux,m.

Note that LJ(ω, τ) = J([x]m) on Σx × Ux,m. Hence Kϕ,u(ω, τ) is integrable on
each Σx × Ux,m. Now∫

Σx×Ux,m

Kϕ,u(ω, τ)µ(dω)µ(dτ) =
∫

Σx×Ux,m

J([x]m)ϕ(ω)u(ω)µ(dω)µ(δτ)

= J([x]m)(µ(Σ[x]m) − µ(Σ[x]m+1)(ϕ, u)µ.

Hence∫
Σx×Σ\Σx

Kϕ,u(ω, τ)µ(dω)µ(dτ) =
|x|−1∑
m=0

J([x]m)(µ(Σ[x]m) − µ(Σ[x]m+1))(ϕ, u)µ.

The third part is the same as the second part. As a whole, we obtain (10.5).

Lemma 10.10. Let J : T → [0,∞) and let µ ∈ MP (Σ). Then (QJ,µ,DJ,µ) is
a regular Dirichlet form on L2(Σ, µ). Moreover, let λx = (Λµ(J))(x) for any
x ∈ T . Then

DJ,µ =
{

u
∣∣∣u ∈ L2(Σ, µ),

∑
x∈T

(1 + λx)(Prx,µu, Prx,µu)µ < +∞
}

, (10.6)

and, for any u, v ∈ DJ,µ,

QJ,µ(u, v) =
∑
x∈T

λx(Prx,µu, Prx,µv)µ. (10.7)

Proof. By [8, Example 1.2.4], it follows that (QJ,µ,DJ,µ) is a Dirichlet form.
Note that {ϕ0, ϕx,n|x ∈ T, n = 1, . . . ,M(x)} is a complete orthonormal sys-
tem of L2(Σ, µ). Moreover, by Lemma 10.9, ϕx,n ∈ DJ,µ and QJ,µ(ϕx,n, u) =
λx(ϕx,n, u)µ for any u ∈ DJ,µ. These facts yield (10.6) and (10.7). Let C be the
same as in the proof of Lemma 10.2. Then C is dense in C(Σ) with respect to
the supremum norm and in L2(Σ, µ) as well. By (10.6) and (10.7), it follows
that the (QJ,µ)1-closure of C is DJ,µ. Hence C is a core and (QJ,µ,DJ,µ) is
regular.
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Proof of Theorem 10.7. Let J(x) = (Φµ(λ))(x) for any x ∈ T .
First assume that J(x) ≥ 0 for any x ∈ T . Then, by Theorem 10.3 and

Lemma 10.10, we have all the desired statements.
Conversely, assume (QΓ,DΓ) is a regular Dirichlet form on L2(Σ, µ). In

particular, it has the Markov property. For any x ∈ T , choose y 6= z ∈ S(x). If
uα,β = αχΣy

+ βχΣz
, then

QΓ(uα,β , uα,β) =
m∑

n=0

2J([y]n)
(
µ(Σ[y]n) − µ(Σ[y]n+1)

)
α2

+
m∑

n=0

2J([z]n)
(
µ(Σ[z]n) − µ(Σ[z]n+1)

)
β2 − 4J(x)µ(Σy)µ(Σz)αβ (10.8)

(10.8) can be summarized as QΓ(uα,β , uα,β) = Aα2 + Bαβ + Cβ2, where A,B
and C are constants, A,C > 0 and B = −4J(x)µ(Σy)µ(Σz). Applying the unit
contraction to u1,β for β < 0, we have QΓ(u1,β , u1,b) ≥ QΓ(u1,0, u1,0). Hence
Bβ + Cβ2 ≥ 0 for any β < 0. Therefore, B ≤ 0 and so J(x) ≥ 0.

Recall that if (λx)x∈T is the eigenvalue map associated with a transient tree
(T,C), then λ[ω]n is monotonically increasing for any ω ∈ Σ. Next we consider
such an class of λ : T → (0,∞).

Lemma 10.11. Let `π(T ) = {u|u ∈ `(T ), u(x) > u(π(x)) > 0 for any x ∈ T#}.
If µ ∈ MP (Σ), then Φµ(`π(T )) = `π(T ) and Λµ(`π(T )) = `π(T ).

Proof. Let λ ∈ `(T ) and let J = Φµ(λ). Then (10.3) and (10.4) imply

λ(x) − λ(π(x)) = 2µ(Σπ(x))(J(x) − J(π(x))) (10.9)

for any x ∈ T# and λ(φ) = 2µ(Σφ)J(φ). This equality suffices for the proof.

The above lemma and Theorem 10.3 imply the following corollary.

Corollary 10.12. Let µ ∈ MP (Σ). If λ ∈ `π(T ), then (QΓ,DΓ) is a regular
Dirichlet form on L2(Σ, µ), where Γ = (λ, µ). Moreover, DΓ = DJ,µ and QΓ =
QJ,µ, where J = Φµ(λ).

Finally we give a proof of Theorem 5.6.

Proof of Theorem 5.6. Lemma 4.2 shows that (λx)x∈T ∈ `π(T ). Hence by the
above corollary, we have the statements (1) and (2) of the theorem. The state-
ment (3) is immediate from (10.2).

11 Inverse problem

As in the last section, T is assumed to have a structure of a tree as a non-
directed graph by specifying φ ∈ T and π : T → T . In other words, we have
fixed an equivalence class G with respect to ∼

G
.
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Let T R(G) be the collection of transient trees whose structure as a non-
direct graph are G, i.e.

T R(G) = {(T,C)|(T,C) is a tree, G(T,C) = G

and (T x
y , Cx

y ) is transient for any x, y ∈ T}.

Then by the results of the previous sections, we have a map from T R(G) to
`π(T ) ×MP (T ) defined by (T,C) → ((λx)x∈T , ν), where (λx)x∈T is the eigen-
value map of (T,C) and ν is the hitting distribution starting from φ associated
with (T,C). Let us call this map Θ, which is actually injective because (λx)x∈T

and ν give the values of (rx)x∈T# by (4.2). Note that Dx = 1/λx. In this
section, we are interested in the inverse of Θ : T R(G) → `π(T ) ×MP (Σ). In
particular, we try to understand the image of Θ. Define

`π
∞,µ(T ) = {λ|λ ∈ `π(T ), lim

n→∞
λ([ω]n) = +∞ for µ-a.e. ω ∈ Σ}

and
`π
∞(T ) = {λ|λ ∈ `π(T ), lim

n→∞
λ([ω]n) = +∞ for all ω ∈ Σ}.

Then by Theorem 6.2,

Θ(T R(G)) ⊆
⋃

µ∈MP (Σ)

(
`π
∞,µ(T ) × {µ}

)
. (11.1)

On the other hand, the next theorem implies that

`π
∞(T ) ×MP (Σ) ⊆ Θ(T R(G)). (11.2)

In the next section, we have examples which show that the equality holds for
neither (11.1) nor (11.2).

Theorem 11.1. For any (λ, µ) ∈ `π
∞(T )×MP (Σ), there exists (T,C) ∈ T R(G)

such that the hitting distribution starting from φ is µ and the eigenvalue map is
(λ(x))x∈T , where (rx)x∈T# is given by

rx =
1

µ(Σx)

( 1
λ(π(x))

− 1
λ(x)

)
(11.3)

for any x ∈ T# for any y ∈ T . In particular, (11.2) holds.

Remark. By (4.2), the value given by (11.3) is the only possible (rx)x∈T# under
which λ is the eigenvalue map and µ is the hitting distribution starting from φ.

The rest of this section is devoted to a proof of Theorem 11.1. First we prove
the following key lemma.

Lemma 11.2. Let (T,C) be a tree. Set rx = C(π(x), x)−1 for any x ∈ T#. Let
(E ,F) be the corresponding resistance form on T . Assume that u : T → R and
that there exists a Borel regular probability measure µ on Σ such that

u(π(x)) − u(x)
rx

= µ(Σx) (11.4)
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for any x ∈ T#. Then
(1) u ∈ F if and only if

∑
x∈Wm

u(x)µ(Σx) is convergent as n → ∞.
(2) Assume u ∈ F . Then for any v ∈ F ,

E(u, v) = v(φ) − lim
m→∞

∑
x∈Wm

v(x)µ(Σx). (11.5)

In particular E(u, v) = v(φ) for any v ∈ (C0(T ))Eφ
and (rx)x∈T# is transient.

(3) Assume u ∈ F . Let g∗(x, y) be the symmetrized Green function of (T,C).
Also let ν be the hitting distribution starting from φ. If u(φ) = E(u, u) and∑

x∈Wm
u(x)ν(Σx) → 0 as n → ∞, then u(x) = g∗(φ, x) for any x ∈ T .

Moreover, µ = ν.

Proof. Let L be the Laplacian associated with (T,C). By (11.4),

(Lu)(φ) = −1 and (Lu)(x) = 0 (11.6)

for any x ∈ T#. Define Em(f, g) =
∑

x∈Tm
(f(π(x)) − f(x))(g(π(x)) − g(x))/rx.

Note that Em(f, f) → E(f, f) as m → ∞ for any f : T → R. By (11.6),

Em(u, v) = −
∑

x∈Tm−1

v(x)(Lu)(x) −
∑

x∈Wm

v(x)
u(π(x)) − u(x)

rx

= v(φ) −
∑

x∈Wm

v(x)µ(Σx).
(11.7)

(1) If
∑

x∈Wm
u(x)µ(Σx) is convergent as m → ∞, then (11.7) shows

lim
m→∞

Em(u, u) = u(φ) − lim
m→∞

u(x)µ(Σx).

Hence u ∈ F . Conversely, if u ∈ F , then Em(u, u) is convergent as m → ∞.
Considering (11.7), we see that

∑
x∈Wm

u(x)µ(Σx) is convergent as m → ∞.
(2) Taking m → ∞ in (11.7), we obtain (11.5). If v ∈ C0(T ), this immediately
imply that E(u, v) = v(φ). Let v ∈ (C0(T ))Eφ

. Then there exists {vn}n≥1 ⊆
C0(T ) such that E(v − vn, v − vn) → 0 and vn(φ) → v(φ) as n → ∞. Since
E(u, vn) = vn(φ), it follows that E(u, v) = v(φ) by taking the limit as n → ∞.
Note that E(u, 1) = 0 6= 1. This implies that 1 /∈ (C0(T ))Eφ

. By Theorem 2.4,
the corresponding Markov chain (T,C), i.e. {rx}x∈T# , is transient.
(3) Write ψ(x) = g∗(φ, x) for any x ∈ T . Then

Em(u, φ) = −u(φ)
∑

x∈S(φ)

ψ(x) − ψ(φ)
rx

−
∑

x∈Wm

u(x)
ψ(π(x)) − ψ(x)

rx

= u(φ) −
∑

x∈Wm

u(x)ν(Σx).

If
∑

x∈Wm
u(x)ν(Σx) → 0 as n → ∞, then we obtain E(u, φ) = u(φ). Also

we have E(u, ψ) = ψ(φ) as ψ ∈ (C0(T ))Eφ
. Assume E(u, u) = u(φ). Then
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E(u−ψ, u−ψ) = 0 and hence u−ψ is a constant. Since u(φ) = ψ(φ), it follows
that u = ψ. By (4.2), Theorem 6.2-(1) and (11.3),

µ(Σx) =
u(π(x)) − u(x)

rx
=

g∗(φ, π(x)) − g∗(φ, x)
rx

= ν(Σx)

for any x ∈ T#. Therefore µ = ν.

For (λ, µ) ∈ `π(T ) × MP (Σ), we define (rx)x∈T# by (11.3) and the corre-
sponding tree (T,C). Let (E ,F) be the associated resistance form on T .

Lemma 11.3. Define δ : T → R by δ(x) = λ(x)−1. Assume λ ∈ `π
∞,µ(T ).

(1)
∑

x∈Wm
δ(x)µ(Σx) → 0 as m → ∞.

(2) δ ∈ F and E(δ, δ) = δ(φ). For any v ∈ (C0(T ))Eφ , E(δ, v) = v(φ).
(3) (rx)x∈T# is transient.

Proof. (1) Define δm : Σ → R by δm =
∑

x∈Wm
δ(x)χΣx

. Since λ ∈ `π(T ), δm

is monotonically decreasing. Moreover, δm(ω) = δ([ω]m) → 0 as m → ∞ for
µ-a.e. ω ∈ Σ. Hence

∑
x∈Wm

δ(x)µ(Σx) =
∫
Σ

δm(ω)µ(ω) → 0 as m → ∞.
(2) and (3) Let u = δ. Then by (11.3), u satisfies (11.4). Using (1) and
applying Lemma 11.2, we immediately obtain (2) and (3).

Finally we give a proof of Theorem 11.1.

Proof of Theorem 11.1. Assume λ ∈ `π
∞(T ). Let δm =

∑
x∈Wm

δ(x)χΣx . Then,
δm(ω) = δ([ω]m) → 0 as m → ∞. Since δm is monotonically non-increasing,∫
Σ

δm(ω)ν(ω) =
∑

x∈Wm
δ(x)ν(Σx) → 0 as m → ∞. Combining this fact with

Lemma 11.3, we can verify all the assumptions in Lemma 11.2 with u = δ.
Therefore, δ(x) = g∗(φ, x) for any x ∈ T , where g∗(x, y) be the symmetrized
Green function of (T,C). By Theorem 6.2-(1), (g∗(φ, x)−1)x∈T is the eigenvalue
map of {rx}x∈T# . Note that δ(x) = λ(x)−1. Hence (λ(x))x∈T is the eigenvalue
map of (rx)x∈T# and µ is the hitting distribution starting from φ.

12 Examples: the inverse problem

Let T = W∗, where W∗ is the (infinite complete) binary tree defined in Section 9.
Let G represents the structure of the binary tree as a non-directed graph. Let
µ be the Borel regular probability measure on Σ which satisfies µ(Σx) = 2−|x|

for any x ∈ T .
First we describe an example (λ(1), µ) where λ(1) /∈ `π

∞(T ) but (λ(1), µ) ∈
Θ(T R(G)).

Lemma 12.1. Define xm = 22 . . . 2 ∈ Wm for m ≥ 0, where x0 = φ, and
ym = xm−11 for m ≥ 1. Then Σ = (∪m≥1Σym) ∪ {222 . . .}.

Definition 12.2. Define (δ(1)1(x))x∈T by δ(1)(xm) = 1 + 2−m for any m ≥ 0
and δ(1)(ymw) = 2−(|w|+1)δ(1)(xm−1) for any m ≥ 1 and w ∈ T . Set λ(1)(x) =
δ(1)(x)−1 for any x ∈ T .
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By the above lemma, δ(1)([ω]n) → 0 as n → ∞ if and only if ω 6= 222 . . ..
Hence we have λ(1) ∈ `π

∞,µ(T )\`π
∞(T ). By (4.2), the only candidate for (rx)x∈T#

associated with (λ(1)(x), µ) is

r(1)
x =

{
1 if x = xm for m ≥ 1,

2m−1 + 1 if x = ymw for m ≥ 1 and w ∈ T .

Let (T,C(1)) be the tree corresponding to (r(1)
x )x∈T# . Lemma 11.3 shows that

(T,C(1)) ∈ T R(G).

Theorem 12.3. λ(1) ∈ `π
∞,µ(T )\`π

∞(T ) and Θ((T,C(1))) = (λ(1), µ).

Proof. Let ν be the hitting distribution starting from φ. Then by (4.2), we
have ν(Σxm) = (Dxm−1 − Dxm)/r

(1)
xm = Dxm−1 − Dxm . Since {Dxm}m≥0 is

convergent as m → ∞, it follows that ν(Σxm) → 0 as m → ∞. This shows
that ν({222 . . .}) = 0. Hence δ(1)([ω]n) → 0 as n → ∞ for ν-a. e. ω ∈ Σ.
Define δ

(1)
m =

∑
x∈Wm

δ(1)(x)χΣx . Then δ
(1)
m (ω) = δ([ω]m) → 0 as m → ∞ for

ν-a. e. ω ∈ Σ. Hence
∑

x∈Wm
δ(1)(x)ν(Σx) =

∫
Σ

δ
(1)
m (ω)ν(dω) → 0 as m → ∞.

Lemma 11.2 implies that λ(1) = (δ(1))−1 is equal to the hitting distribution of
(rx)x∈T# and that µ = ν.

Next example (λ(2), µ) does not belong to Θ(T R(G)) but λ(2) ∈ `π
∞,µ(T ),

where µ is the same as in Definition 12.2.

Definition 12.4. (1) Define V2m ⊆ W2m by V2m = {11, 22}m for m ≥ 0. Also
define V2m−1 = {wi|w ∈ V2m−2, i ∈ {1, 2}} and U2m = {wij|w ∈ V2m−2, i, j ∈
{1, 2}, i 6= j} for m ≥ 1.
(2) Let

δ(2)(x) =

{
1 + 2−n if x ∈ Vn for n ≥ 0,

2−(|w|+1)(1 + 2−(2m−1)) if x = yw for y ∈ U2m and w ∈ T .

Define λ(2)(x) = (δ(2)(x))−1.

Note that Σ = {11, 22}N ∪ (∪m≥1(∪y∈U2mΣy)). Since µ({11, 22}N) = 0,
we have λ(2) ∈ `π

∞,µ(T )\`π
∞(T ). As in the case of δ(1), the only candidate for

(rx)x∈T# is given by

r(2)
x =

{
1 if x ∈ Vn for some n ≥ 1,

1 + 22m−1 if x = yw for y ∈ V2m and w ∈ T .

We use (T,C(2)) to denote the corresponding tree.

Theorem 12.5. λ(2) ∈ `π
∞,µ(T )\`π

∞(T ). Let Θ((T,C(2))) = ((λx)x∈T , ν). Then
(λx)x∈T ∈ `π

∞(T ) and ν({11, 22}N) > 0, where {11, 22}N = {i1i2 . . . |i2m−1 =
i2m for any m ≥ 1}. In particular, (λ(2)(x))x∈T 6= (λx)x∈T , ν is not absolutely
continuous with respect to µ and (λ(2), µ) /∈ Θ(T R(G)).
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Constructing Θ((T,C(2))), we prove Theorem 12.5 in the rest of this section.

Lemma 12.6. Define {βm}m≥0 by

βm = (−1)m−1
(
1 −

(1
2

)2m+1)−1(
1 −

(1
2

)2m−1)−1

(12.1)

and let F (z) =
∑

m≥0 βmz2m+1. Then

F (2z) − F (z) + 2
(
F

(z

2

)
− F (z)

)
=

6z2

4z2 + 1
F (z) (12.2)

for any |z| < 1/2 and F (t) is strictly monotonically increasing on [0, 1/2].

Proof. By (12.1), we have α1 = 8α0/7 and (22m+3−16)αm+(22m+3−1)αm+1 =
0 for m ≥ 1. Hence it follows that∑

m≥1

(
Xm +

32
Xm

− 12
)
βmz2m+1 +

∑
m≥0

(
Xm +

2
Xm

− 3
)
βm+1z

2m+1

= 6
∑
m≥0

βmz2m+1

where Xm = 22m+3. This shows (12.2).
Note that β0 = 2, β1 = 16/7 and that 0 < −β2n < β2n−1 for n ≥ 1. Hence

for t ≥ 0,

F ′(t) = 2 +
∑
n≥1

(4n + 1)β2nt4n +
∑
n≥1

(4n − 1)β2n−1t
4n−2

≥ 2 +
∑
n≥1

(
(4n − 1)β2n−1 − (4n + 1)|β2n|t2

)
t4n−2.

Since (4n−1) > (4n+1)×1/4 for n ≥ 1, it follows that F ′(t) > 2 for t ∈ [0, 1/2]
and hence F (t) is strictly monotonically increasing on [0, 1/2].

Using (12.2), we have the following lemma.

Lemma 12.7. Define tm = 2−m/
√

2. Then for m ≥ 2,

F (tm−1) − F (tm) + 2(F (tm+1) − F (tm)) =
3
2

(
1
2

)2m−1(
1
2

)2m−1 + 1
F (tm) (12.3)

Routine calculations using (12.3) show the next lemma.

Lemma 12.8. Let α = 3(5F (t1) − 4F (t2))−1. Define (δ∗(x))x∈T by

δ∗(x) =


αF (t1) + 1

2 if x = φ,
αF (tm) if x ∈ V2m−1 for m ≥ 1,
α(2F (tm+1) + F (tm))/3 if x ∈ V2m for m ≥ 1,
α2−(|w|+1)F (tm) if x = yw for y ∈ U2m and w ∈ T .
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Then
(L(2)δ∗)(φ) = −1 and (L(2)δ∗)(x) = 0 (12.4)

for any x ∈ T#, where L(2) is the Laplacian associated with (T,C(2)).

Proof of Theorem 12.5. By Lemma 12.6, if λ∗(x) = δ∗(x)−1, then λ∗ ∈ `π
∞(T ).

Define ν∗(Σ) = 1 and ν∗(Σx) = (δ∗(π(x)) − δ∗(x))/r
(2)
x for any x ∈ T#. Then

(12.4) shows that ν∗(Σx) = ν∗(Σx1)+ ν∗(Σx2). Hence ν∗ is identified as a Borel
regular probability measure on Σ and ν∗ ∈ MP (Σ). Applying Lemma 11.2 with
u = δ∗ and µ = ν∗, we have that (λ∗, ν∗) = Θ((T,C(2))). Obviously λ∗ 6= λ(2).
If ν∗({11, 22}N) = 0, then δ(2)([ω]n) → 0 as n → ∞ for ν∗-almost every ω ∈ Σ.
Then Lemma 11.2 implies that λ(2) is the eigenvalue map of (r(2))x∈T# . This
contradiction shows that ν∗({11, 22}N) > 0.

13 Relation to noncommutative Riemannian ge-
ometry

In [16], Pearson and Bellissard have constructed a framework for noncommu-
tative Riemannian geometry on the Cantor set. Starting from an ultra-metric,
they have obtained a probability measure µ, Dirichlet forms and associated
Laplacians. From our point of view, they have defined Dirichlet forms by giving
J : T → Σ and µ as in Section 10.

Let us give a quick introduction to their construction of a measure and
a Dirichlet form. Fix a structure of a tree T as a non-directed graph as in
Section 10. Namely, we fix φ ∈ T and π : T → T . Let ρ : T → (0,∞) satisfy
that ρ(x) > ρ(y) for any x ∈ T and any y ∈ S(x) and that limn→∞ ρ([ω]n) = 0
for any ω ∈ Σ. We define an ultra-metric dρ(·, ·) on Σ by dρ(ω, τ) = ρ([ω, τ ]).
dρ gives the same topology as the original one. Define the zeta function ζ(z) by

ζ(z) =
∑
x∈T

ρ(x)z

and assume that there exists s0 > 0 such that ζ(z) has a singularity at z = s0

and is holomorphic on {z|z ∈ C,Re(z) > s0}.

Theorem 13.1 ([16]). With some regularity assumptions on ζ, there exists a
unique Borel regular probability measure µ on Σ which satisfies, for any x ∈ T ,

µ(Σx) = lim
s↓s0

∑
y∈Tx

ρ(y)s∑
y∈T ρ(y)s

.

Definition 13.2. For s ∈ R, define Js : T → [0,∞) by

Js(x) =
ρ(x)s−2∑

(w,v)∈Yx
µ(Σw)µ(Σv)

,

where Yx = ∪y,z∈S(x),y 6=zΣy × Σz. Also define λs : T → R by λs = Λµ(Js).
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The Dirichlet form (Qs,Dom(Qs)) on L2(Σ, µ) defined in [16] coincides with
(QJs,µ,DJs,µ). Note that Js(x) > 0 and hence λs(x) > 0 for any s ∈ R and any
x ∈ T .

From now on, we discuss this problem in the case of a self-similar ρ on the
(complete infinite) binary tree W∗ which has been introduced in Section 9. We
let T = W∗ for the rest of this section.

Definition 13.3. Let ρ1, ρ2 ∈ (0, 1). Define ρ : T → (0, 1) by ρ(w1 . . . wm) =
ρw1 · · · ρwm

for w1 . . . wm ∈ T .

The case when ρ1 = ρ2 has been studied in [16].

Proposition 13.4. (1) The zeta function ζ(z) associated with the ultra-metric
dρ is given by ζ(z) = (1− ((ρ1)z +(ρ2)z))−1 and the singularity s0 is the unique
real number which satisfies (ρ1)s0 + (ρ2)s0 = 1.

(2) Let µi = (ρi)s0 for i = 1, 2. Then the measure µ given in Theorem 13.1
is the self-similar measure with weight (µ1, µ2), i.e. µ(Σw1...wm) = µw1 · · ·µwm

for any w = w1 . . . wm ∈ T .

By the above proposition, Js(w) = ρ(w)s−2−2s0/(2µ1µ2). Hence

λs(w) =
1

µ1µ2

(
ρ(w1 . . . wm)s−2−s0+

m−1∑
n=0

(1−µwn+1)ρ(w1 . . . wn)s−2−s0

)
(13.1)

for any w = w1 . . . wm ∈ W∗.

Proposition 13.5. λs ∈ `π
∞(T ) if and only if s ≤ 2+s0. Moreover, there exists

a transient tree (T,Cs) such that Θ((T,Cs)) = (λs, µ) if and only if s ≤ 2 + s0.

Let d(s) be the metric associated with (T,Cs) defined in Definition 6.3. Since
d(s)(ω, τ) = λs([ω, τ ])−1, (13.1) yields

d(s)(ω, τ) ³

{
dρ(ω, τ)2+s0−s if s < 2 + s0,
N(ω, τ)−1 if s = 2 + s0

(13.2)

for any ω, τ ∈ Σ. By (13.2), µ has the volume doubling property with respect
to d(s) if and only if s < 2 + s0. Applying the results in Section 7, we have the
following asymptotic estimates of the heat kernel and moments of displacement.

Theorem 13.6. Assume s < 2+s0. There exists a jointly continuous transition
density p(t, ω, τ) on (0,∞) × Σ × Σ for the Hunt process associated with the
Dirichlet form (QJs,µ,DJs,µ) on L2(Σ, µ). Then

p(t, ω, τ) ³


t

dρ(ω, τ)2+2s0−s
if dρ(ω, τ)2+s0−s > t,

1
µ(Bdρ(ω, t1/(2+s0−s)))

if dρ(ω, τ)2+s0−s ≤ t.
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for any (t, ω, τ) ∈ (0,∞) × Σ × Σ. Moreover, for any ω ∈ Σ and any t ∈ (0, 1],

Eω

(
dρ(ω,Xt)(2+s0−s)γ

)
³


t if γ > 1,
t(| log t| + 1) if γ = 1,
tγ if 0 < γ < 1.

(13.3)

In the case when ρ1 = ρ2, Pearson and Bellissard have obtained an averaged
version of (13.3) with an exact expression of the leading term in [16].

14 Appendix: moments of displacement

In this section, we will consider general Hunt processes on a compact metric
space (X, d). Let µ be a Borel regular finite measure on (X, d). Let (E ,F) be a
regular Dirichlet form on L2(X,µ). We use ({Xt}t>0, {Px}x∈X) to denote the
associated Hunt process on X.

Assumptions (1) There exists a jointly continuous transition density p(t, x, y)
on (0,∞) × X × X such that

Ex(f(Xt)) =
∫

X

p(t, x, y)f(y)µ(dy)

for any x ∈ X, any t > 0 and any bounded µ-measurable function f : X → R.
(2) There exist c1, c2, c3 ∈ (1,∞) and R > 0 such that

c1µ(Bd(x, r)) ≤ µ(Bd(x, c3r)) ≤ c2µ(Bd(x, r)) (14.1)

for any x ∈ X and r ∈ (0, R].
(3) There exists a strictly increasing function φ : [0,∞) → [0,∞) with φ(0) = 0
such that, for any x, y ∈ X and any t ∈ (0, 1],

p(t, x, y) ³


t

φ
(
d(x, y)

)
µ
(
Bd(x, d(x, y))

) if t ≤ φ(d(x, y)),

1
µ
(
Bd(x, φ−1(t))

) if 0 < φ(d(x, y)) ≤ t.
(14.2)

(4) There exist c4, c5, c6 ∈ (1,∞) such that c4φ(r) ≤ φ(c5r) ≤ c6φ(r) for any
r ≥ 0.

Remark. (14.2) may be thought of as one of typical heat kernel estimates for
jump processes. In [4], Chen and Kumagai have studied a Hunt process associ-
ated with a Dirichlet form (E ,F) defined by

E(u, u) =
∫

X

(u(x) − u(y))2J(x, y)µ(dx)µ(dy),

where J(x, y) is a given jump kernel. Assuming that µ(Bd(x, r)) ³ V (r) for
some strictly monotone function V : [0,∞) → [0,∞), they have shown that
(14.2) holds if J(x, y)−1 ³ φ(d(x, y))V (d(x, y)).
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Theorem 14.1. Suppose that the above four assumptions hold. Then

Ex(φ(d(x, Xt))γ) ³


t if γ > 1,
t(| log t| + 1) if γ = 1,
tγ if 0 < γ < 1,

(14.3)

for any t ∈ (0, 1] and any x ∈ X.

The | log t| + 1 term in the case of γ = 1 and the saturation of the power
for γ > 1 are due to the (relatively) slow decay of off-diagonal part of the
heat kernel estimate with respect to the space variable x. Note that the decay
of the off-diagonal part is exponential if a heat kernel enjoys (sub-)Gaussian
asymptotic behavior which is typical in many cases of diffusion processes, for
example, the Brownian motion on Euclidean domain and the Sierpinski gasket.
In such a case, asymptotics of moments of displacement are tγ for any γ > 0.
Remark. Suppose that (X, d) is not bounded. If Assumption (1) holds, (14.1)
holds with R = ∞, (14.2) holds for any x, y ∈ X and any t > 0 and (14.3) hold,
then an analogous argument as the proof of Theorem 14.1 shows

Ex(φ(d(x,Xt))γ) =

{
+∞ if γ ≥ 1,
tγ if 0 < γ < 1.

Lemma 14.2. Suppose that the above four assumptions hold. Then there ex-
ists α, β, c ∈ (1,∞) and T > 0 such that βV (x, φ−1(s)) ≤ V (x, φ−1(αs)) ≤
cV (x, φ−1(s)) for any x ∈ X and any s ∈ (0, T ], where V (x, r) = µ(Bd(x, r)).

Proof of Theorem 14.1. Note that

Ex(φ(d(x,Xt))γ) =
∫

X

p(t, x, y)φ(d(x, y))γµ(dy).

Since p(t, x, y) is jointly continuous, it is enough to show (14.3) for t ∈ (0, T ].
We divide the domain X of the above integral into X1 = {y|φ(d(x, y)) > t} and
X2 = {y|φ(d(x, y)) ≤ t}.

Define N = max{n|n ∈ Z, αnt < T}. Set Yn = {y|αnt ≤ φ(d(x, y)) <
αn+1t} for n < N and YN = {y|αN t ≤ φ(d(x, y))}. By (14.2),∫

X1

p(t, x, y)φ(d(x, y))γµ(dy) ³
∫

X1

tφ(d(x, y))γ−1

V (x, d(x, y))
µ(dy)

=
N∑

n=0

∫
Yn

tφ(d(x, y))γ−1

V (x, d(x, y))
µ(dy)

(14.4)

Now, for n = 0, 1, . . . , N − 1,

t
(αnt)γ−1(V (x, φ−1(αn+1t)) − V (x, φ−1(αnt)))

V (x, φ−1(αn+1t))
≤

∫
Yn

φ(d(x, y))γ−1

V (x, d(x, y))
µ(dy)

≤ t
(αn+1t)γ−1(V (x, φ−1(αn+1t)) − V (x, φ−1(αnt)))

V (x, φ−1(αnt))
. (14.5)
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By Lemma 14.2, we have∫
Yn

φ(d(x, y))γ−1

V (x, d(x, y))
µ(dy) ³ t(αnt)γ−1 (14.6)

for n = 0, 1, . . . , N − 1. Using the similar arguments, we confirm that (14.6) is
valid for n = N . Hence by (14.4), (14.5) and (14.6),

∫
X1

p(t, x, y)φ(d(x, y))γµ(dy) ³
N∑

n=0

t(αnt)γ−1 ³


t if γ > 1,
t(| log t| + 1) if γ = 1,
tγ if 0 < γ < 1.

(14.7)
Next let Zn = {y|α−nt > φ(d(x, y)) ≤ α−(n+1)t} for n ≥ 0. Then∫

X2

p(t, x, y)φ(d(x, y))γµ(dy)

³
∫

X2

φ(d(x, y))γ

V (x, φ−1(t))
µ(dy) =

∞∑
n=0

∫
Zn

φ(d(x, y))γ

V (x, φ−1(t))
µ(dy)

³
∞∑

n=0

(α−nt)γ(V (x, φ−1(α−nt)) − V (x, φ−1(α−(n+1)t))
V (x, φ−1(t))

≤
∞∑

n=0

(α−nt)γ ≤ ctγ .

(14.8)

Combining (14.7) and (14.8), we obtain (14.3).
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